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Overview: Probing dark energy with galaxy clusters

2

• Brief Review of Modern Cosmology

• Dark energy: cosmological effects and physical composition

• Probing the expansion rate with large-scale structure

• Clusters of Galaxies and DM Halo Counterparts

• how do they teach us about expansion?

• Connecting observables and mass

• Maximizing Output of Multi-wavelength Surveys 

• Multi-wavelength Mass calibration

• Detecting cluster centers and substructures

• Joint-wavelength cluster analysis
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Cosmology today
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The nature of dark energy: evidence for the modern paradigm
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The nature of dark energy: composition and evolution

5

Basic Properties
Fluid with negative pressure -- piston pulled from outside
Isotropic, homogeneous distribution

(Einstein Field Eqn)

(continuity Eqn)

(Solution to 
continuity Eqn)

Two Canonical Options
Constant Vacuum energy:

the cost of having space

Evolving Scalar field (“quintessence”)
parametrize equation of state parameter 
via a constant and a slope

e.g., w(a) = w0 + wa(1� a)
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The nature of dark energy: composition and evolution

5

Basic Properties
Fluid with negative pressure -- piston pulled from outside
Isotropic, homogeneous distribution

(Einstein Field Eqn)

(continuity Eqn)

(Solution to 
continuity Eqn)

Or Einstein’s work is not finished!

Two Canonical Options
Constant Vacuum energy:

the cost of having space

Evolving Scalar field (“quintessence”)
parametrize equation of state parameter 
via a constant and a slope

e.g., w(a) = w0 + wa(1� a)
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Dark energy modifies the formation of structure.

6

Two Universes,  both 
just like ours, except 
for the dark energy 
parameter.

Parameters
Ωm=0.30
 σ8 = 0.85
H0 = 70.0 [km/s/Mpc]
ΩΛ = ?

Can you tell the 
difference?

Joerg Colberg, MPA
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Gravitational Instability 
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linear growth 

�̈ + [Pressure�Gravity]� = 0

g(a) / H(a)
Z a da0
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Dark energy modifies the formation of structure.

6

Two Universes,  both 
just like ours, except 
for the dark energy 
parameter.

Parameters
Ωm=0.30
 σ8 = 0.85
H0 = 70.0 [km/s/Mpc]
ΩΛ = ?

Can you tell the 
difference?

OCDM,  ΩΛ = 0.0 LCDM,  ΩΛ = 0.7 

Gravitational Instability 
+ 

linear growth 

�̈ + [Pressure�Gravity]� = 0

g(a) / H(a)
Z a da0

[a0H(a0)]3

Dark Matter halos 
are actually more 
concentrated in 
LCDM cosmologies!
(Dolag et al., 2003)
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The halo mass function houses principle parameters.

7

Joerg Colberg, MPA

Acquiring large halo populations 
is the key to using clusters as 
cosmological probes.
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The halo mass function houses principle parameters.
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Joerg Colberg, MPA

Acquiring large halo populations 
is the key to using clusters as 
cosmological probes.

No. 2, 2009 THE X-RAY CLUSTER NORMALIZATION OF THE MATTER POWER SPECTRUM 1315

Figure 8. Top: critical spherical overdensity of 500 (SO500c) mass function
derived from the z = 0 Hubble volume simulations (solid line) with best-fitting
Jenkins mass function overlaid (dashed line). Bottom: percent deviation in
number density between the simulation data and the fit. Errors assume Poisson
statistics in each mass bin.

The differential temperature function comes from the mass
function via the chain rule

n(kT ) = αMT

ρb0

kT

dν

dM
f (ν). (10)

Now

R = 9.5h−1 Mpc
[
AMT

Ωm0
(kT )αMT 1

E(z)
DL(1, Ωm0, z)
DL(1, 0.3, z)

]1/3

.

(11)

It is more convenient to express the derivative as −ν/2
dlnσ 2(M)/dM. Then after some algebra we find

n(kT , z) = 9.25 × 10−5(h−1 Mpc)−3 keV−1Ωm0

× αMT E(z)DL(1, 0.3, z)
AMT DL(1, Ωm0, z)

(kT )−(αMT +1)

×
∫ ∞

0 dyy(ns+2)T 2(y/R)j1(y)j2(y)/y
∫ ∞

0 dyy(ns+2)T 2(y/R) [j1(y)/y]2 ,

AMF exp

(

−
∣∣∣∣∣ln

(
D(0)

σ8D(z)

{(
R

8h−1

)ns+3

×
∫ ∞

0 dyy(ns+2)T 2(y/8h−1)[j1(y)/y]2

∫ ∞
0 dyy(ns+2)T 2(y/R)[j1(y)/y]2

}1/2


 + B

∣∣∣∣∣∣

ε

 ,

(12)

where j2 is the Spherical Bessel function of the first kind, order
two.

5. RESULTS

We perform a maximum likelihood fit of Equation (12) to
48 cluster (kT, z) pairs, marginalizing over 12 uninteresting
parameters, to derive σ 8 and Ωm0. We list these uninteresting
parameters in Table 1. That is, we marginalize over all sys-
tematic uncertainties of which we are aware. The uninteresting
parameters are the three mass function and six cluster physics
(M–T and L–T) parameters and three cosmological parameters
(h, ns, and Ωb0h2). As we will see, the cosmological parameters
have virtually no effect on the best fit or error on σ 8 and Ωm0.
The effective number of marginalized parameters is reduced to
eight from covariances among them. The negative of the natural

(a) (b)

Figure 9. Bottom: comparison of the SO500c z = 0 mass function of Jenkins used here with that of Tinker et al. (2008). The shaded region is the 68% confidence
region for the Jenkins function. Top: percent deviation between Jenkins and Tinker functions. We fit over a temperature range corresponding to hM500 = 0.19–1.16.
(a) Left: Ωmo = 0.24 and (b) Right: Ωm0 = 0.30.

Patrick et al. , 2009
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/

�
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Figure 9. Bottom: comparison of the SO500c z = 0 mass function of Jenkins used here with that of Tinker et al. (2008). The shaded region is the 68% confidence
region for the Jenkins function. Top: percent deviation between Jenkins and Tinker functions. We fit over a temperature range corresponding to hM500 = 0.19–1.16.
(a) Left: Ωmo = 0.24 and (b) Right: Ωm0 = 0.30.
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E.g., σ8 is the variance in halo 
masses on a given size scale.
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Signatures of halos [proxies for mass]

8

Mass [M]

•Simulations are the touchstone and testing 
ground for cosmology and mass calibration 
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Galaxy Cluster Observables

Mass [M]

•Simulations are the touchstone and testing 
ground for cosmology and mass calibration 

+  Catalogues are volume-limited to low masses.
−   High scatter in mass-richness (e.g., substructure, selection).

DESOptical Richness [Ngals]......P(Ngals|M,z) σNgals|M ~ 35-50%
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Galaxy Cluster Observables

Mass [M]
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−   No redshifts.  Young survey technology: high mass-limit.

Sub-mm [YSZ]...................... σY|M ~ 15-25%ySZ /
Z

pd`

+  Catalogues are volume-limited to low masses.
−   High scatter in mass-richness (e.g., substructure, selection).

DESOptical Richness [Ngals]......P(Ngals|M,z) σNgals|M ~ 35-50%

Thursday, January 5, 12



Signatures of halos [proxies for mass]
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Galaxy Cluster Observables

Mass [M]

•Simulations are the touchstone and testing 
ground for cosmology and mass calibration 

+  Signal provides all clusters in volume.  Small mass-scatter.
−   No redshifts.  Young survey technology: high mass-limit.

Sub-mm [YSZ]...................... σY|M ~ 15-25%ySZ /
Z

pd`

X-ray [TX]..............................

+  Clear identification at high mass and low redshift. Small scatter.
−   High mass-limit, small numbers; defining selection function.

�X / T 1/2neni σTx|M ~ 10-20%

+  Catalogues are volume-limited to low masses.
−   High scatter in mass-richness (e.g., substructure, selection).

DESOptical Richness [Ngals]......P(Ngals|M,z) σNgals|M ~ 35-50%
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Cluster abundances probe dark energy and large-scale structure 

9

Rozo et al., 2011

No. 1, 2010 COSMOLOGICAL CONSTRAINTS FROM MaxBCG CLUSTERS 651

Figure 4. Confidence regions for each pair of parameters that were allowed to vary in our fiducial analysis (described in Section 3). Contours show 68% and
95% confidence regions. Plots along the diagonal show the probability distributions for each quantity marginalized over the remaining parameters. The probability
distribution for the mass bias parameter β also shows the prior β = 1.00 ± 0.06 assumed in the analysis.

Table 4
Best-fit Model

Parametera MaxBCG MaxBCG+WMAP5b

σ8 0.804 ± 0.073 0.807 ± 0.020
Ωm 0.281 ± 0.066 0.269 ± 0.018
〈ln N200|M1〉 2.47 ± 0.10 2.48 ± 0.10
〈ln N200|M2〉 4.21 ± 0.19 4.21 ± 0.13
σN200|M 0.357 ± 0.073 0.348 ± 0.071
β 1.016 ± 0.060 1.013 ± 0.059

Notes.
a The masses M1 and M2 are set to 1.3 × 1014 M$ and 1.3 × 1015 M$,
respectively.
b These values are obtained by including the WAMP5 prior
σ8(Ωm/0.25)−0.312 = 0.790 ± 0.024. See Section 4.3 for details.

Ωm = 0.265 ± 0.016, with nearly no covariance between the
two parameters (r = 0.008). These joint constraints on σ8 and
Ωm represent nearly a factor of 2 improvement relative to the
constraints from WMAP alone.

The shape of the confidence region is easy to interpret:
since the number of massive clusters increases with both σ8
and Ωm, in order to hold the cluster abundance fixed at its

Figure 5. Constraints on the σ8–Ωm plane from maxBCG and WMAP5 for a
flat ΛCDM cosmology. Contours show the 68% and 95% confidence regions for
maxBCG (solid), WMAP5 (dashed), and the combined results (filled ellipses).
The thin axis of the maxBCG-only ellipse corresponds to σ8(Ωm/0.25)0.41 =
0.832 ± 0.033. The joint constraints are σ8 = 0.807 ± 0.020 and Ωm =
0.265 ± 0.016 (1σ errors).

σ8

ΩM
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Figure 5. Constraints on the σ8–Ωm plane from maxBCG and WMAP5 for a
flat ΛCDM cosmology. Contours show the 68% and 95% confidence regions for
maxBCG (solid), WMAP5 (dashed), and the combined results (filled ellipses).
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σ8

ΩM

From cluster abundances, we can 
measure key cosmological features 
with cluster abundances.

Rozo et al., 2011
�8 = 0.807± 0.020

year
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Cluster mass calibration challenge: the trifecta

10

Mass

X-ray

SZ Optical

We face a suite of challenges in 
calibrating cluster masses with 
each observable signature.
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Cluster mass calibration challenge: the trifecta

10

Mass

X-ray

SZ Optical

Correlations among X-ray 
observables clarify that evolution 
of the scaling relations (e.g., Lx-Tx) 
is degenerate with scatter 
(Nord et al., 2008).

We face a suite of challenges in 
calibrating cluster masses with 
each observable signature.
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Cluster mass calibration: the trifecta

11

Mass

X-ray

SZ Optical

Multiple sources of scatter can 
be calibrated for optical clusters

Principle sources of scatter 
are centering and projection/
substructure effects.
(Rozo, ..., Nord et al., 2011)

Thursday, January 5, 12



Observed substructure of clusters obfuscates cluster cosmology

12

Nearby projected mass affects ~15% 
of all haloes---the cluster-to-cluster 
background.

Rozo, ..., Nord et al., 2011

Thursday, January 5, 12



Observed substructure of clusters obfuscates cluster cosmology

12

Nearby projected mass affects ~15% 
of all haloes---the cluster-to-cluster 
background.

Rozo, ..., Nord et al., 2011

Projection via blending degrades dark 
energy constraints: even moderate 
blends increase uncertainties of both 
ΩΛ (5%) and w (12%).

6
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FIG. 2: Shifts in the cosmological parameters w (upper lines)
and −ΩDE (lower lines) as a function of the blending evolu-
tion rate, γ1. Line-styles correspond to three different redshift
dependence forms (none, weak, strong) shown in Fig. 1.

ponent. For the case of σ2
blend = σ2

0 , the slopes of the
equivalent lines in Fig. 2 are reduced by ∼ 50%, so that
the strong redshift evolution case with γ1 = 0.17 produces
δw = 0.08 and δΩDE = −0.03. Reducing the assumed
σ0 = 0.5 scatter in the clean component would also lead
to smaller biases in cosmological parameters.

TABLE II: Cosmological parameter shifts, δθ, for strong red-
shift evolution (µ0 = 0,α = 1.0) and γ1 = 0.17.

Parameter θtrue δθ

Ωbh
2 0.0227 -0.0001

Ωmh2 0.1326 0.0009

ΩDE 0.742 -0.0401

w -1.0 0.1178

δζ × 105 4.625 0.0222

n 0.963 -0.0015

τ 0.087 1.0× 10−7

Table II shows the bias in all cosmological parameters
for strong redshift evolution for γ1 = 0.17, the case that
best matches Cohn et al. [28]. The bias for parameters
other than ΩDE and w is less than 1% of the fiducial value.
However, comparing to the fiducial uncertainties from the
Fisher matrix with unbiased Planck priors show that the
shifts can approach a 1-σ level for Ωmh2 and δζ .
Fig. 3 offers insight into the magnitude of the change

in cluster counts arising from projection. As a fidu-
cial measure, we use counts, Nfid, for the projection-free
(unimodal) case with default parameters (zero bias and
redshift-independent variance). The solid lines in Fig. 3
show the fractional shifts in counts, relative to the fidu-

γ1 = 0.05

γ1 = 0.15

γ1 = 0.25

0.10

0.20

0.4 0.6 0.8

0.05

0.15

0.25

0.2 1

N
−
N

fid
N

fid

z
0

0.30

0.35

FIG. 3: Fractional change in counts in the strong redshift evo-
lution case (µ0 = 0.25,α = 1), relative to a projection-free
model, are shown for three values of the blending evolution
parameter, γ1. Solid lines give the case with projection while
dotted lines show the projection-free model with parameters
tuned to match the mass bias and variance of the projection
model, but with cosmology fixed at the fiducial WMAP5 val-
ues. Dashed lines show the projection-free case after shifting
all parameters (cosmological and mass-observable) according
to Eq. (15).

cial, as a function of redshift for the projected (bimodal)
cases with µ0 = 0.25,α = 1.0. For γ1 ∼> 0.1, projection
boosts counts on the order of a few tens of percent at high
redshift. The dotted lines show projection-free expecta-
tions when the mass–observable parameters are shifted to
the values given in Table I, but the cosmology is held
fixed. The dashed lines give projection-free expectations
when both cosmological and mass–observable parameters
are adjusted according to Eq. (15).
The counts of the projection-free model with fully

shifted parameters provide a good match to the counts
with projection. The adjustment of the mass–observable
parameters alone offers a good match at low redshifts, but
at high redshift, a unimodal fit to the bimodal form of
the projected p(Mobs|M, z) becomes increasingly less ac-
curate. Adjustments in cosmological parameters shift the
amplitude and shape of the mass function as a function of
redshift, providing a degree of compensation for deficien-
cies introduced by a unimodal p(Mobs|M, z) assumption.
While the quality decreases for higher values of γ1, the fits
are still acceptable in a χ2 sense.
Note that as γ1 grows and the associated shifts in pa-

rameters grow, the linear approximation for the bias given
by Eq. (15) begins to break down. For γ1 = 0.05 agree-
ment between the shifted single-Gaussian case and the
two-Gaussian case is quite good, while at γ1 = 0.25 the
divergence is much larger.
Finally, we note that Eq. (15) calculates shifts using

the Fisher matrix of the projection-free model. We have
verified that we obtain the same results if we employ the
projection model matrix with sharp priors added to the
eight parameters describing the blended component. This
is expected because, for the same free parameters in the

Fisher Matrix predictions

Erickson et al., 2011

blending strength
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Cluster mis-centering is a major optical systematic

13

The weak lensing contrasts profiles 
are dramatically reduced and 
flattened.

8 JOHNSTON ET AL

below.
For these catalogs, a richness-dependent fraction of the

BCGs appear to be accurately centered on their dark
matter halos (Rs ! 0), while the rest are reasonably well
described by a 2D Gaussian distribution,

P (Rs) =
Rs

σ2
s

exp(−
1

2
(Rs/σs)

2) (8)

with σs = 0.42 h−1 Mpc, independent of cluster rich-
ness (see next section). The resulting mean surface mass
profile for the miscentered clusters can be written

Σs
NFW (R) =

∫
dRsP (Rs) ΣNFW (R|Rs) (9)

and ∆Σs
NFW (R) = Σs

NFW (< R)−Σs
NFW (R). We find

that the mean shear profile is not very sensitive to the
shape of the distribution of Rs, but it is sensitive to the
effective scale length σs.

Figure 4 shows the effects of such miscentering on the
lensing signal for a cluster with an NFW profile. The
effect on ∆Σ(R) is much larger than on Σ(R): the con-
volution in Eqn. 7 leads to a smoothing which essen-
tially flattens the Σs(R) profile at small scales, creat-
ing a mass sheet which causes little shear. While the
∆ΣNFW (R) profile is relatively flat at small scales, the
smoothed ∆Σs

NFW (R) profile is strongly suppressed at
scales R ! 2.5σs.

In applying this model to the data in §5, we include
ln(σs) as a model parameter, using its value from the
mock catalogs as the central value of a Gaussian prior
probability distribution. We assume that a fraction pc

of the BCGs are accurately centered on the dark matter
halos, and that a fraction 1 − pc follow the distribution
of Eqn. 8. The simulations are used to formulate a prior
distribution for pc, as described in §4.5.

We determine this fraction pc of correctly centered
BCGs as a function of N200; this is shown in the left panel
of Figure 5. We can model this relation as pc(N200) ≡
1/(1 + exp(−q)) with

q = ln(1.13 + 0.92 (N200/20)). (10)

The dotted lines show the statistical 95% confidence
bands recovered in the simulations, whereas the dashed
lines show the 95% bands corresponding to the much
more generous 0.4 prior on q used in our analysis as de-
scribed in §4.5. The right panel of Figure 5 shows the
miscentering distribution P (Rs). The data from the sim-
ulations is roughly fit by a two dimensional Gaussian of
width σR = 0.42 h−1 Mpc. Note that because the mock
catalogs place the BCG of a halo at the center of the
halo, the offset Rs is identically zero if maxBCG assigns
the correct BCG to each cluster.

Our best fit model is shown as a solid line, while the
dashed lines show the models that bound the 68% con-
fidence regions corresponding to the 30% Gaussian prior
on the parameter σS used in §4.5 to fit the data. It is
clear that our adopted priors are much more generous
than the statistical noise in the simulations. We choose
this wider prior since there may be differences between
the mock catalogs and the real data. The wider prior
likely can mostly account for real offsets between BCGs
and the center of the mass concentration. Finally, we
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Fig. 4.— Effect of an offset between the BCG and the halo center
on the projected mass profile Σ(R) and the lensing signal ∆Σ(R).
The black solid curve shows the Σ(R) profile for an NFW halo with
c200 = 5 and r200 = 1 h−1 Mpc. The black dashed curve shows the
corresponding ∆Σ(R) profile. The red curves show the resulting
mean profiles when the distribution of randomly-oriented BCG-
halo offsets is a 2D Gaussian with dispersion σs = 0.42h−1 Mpc
(indicated by the blue vertical line). The red solid curve shows the
smoothed Σs(R) and the red dashed curve the smoothed ∆Σs(R)
profile. Miscentering has the effect of making the Σs(R) nearly
flat, i.e., a mass sheet, at small scales. Although Σ(R) and Σs(R)
differ by only 10−30% near r = σs, ∆Σ and ∆Σs differ by an order
of magnitude. For this example, ∆Σs(R) peaks at r " 2.5σs; this
behavior depends slightly on c200.

emphasize here that we are adopting the same miscen-
tering distribution for all richness bins. The differences
between the various richness bins in the mock data are
much smaller than the 30% prior that we use.

4.4. Neighboring mass concentrations

The NFW profile is expected to be a good represen-
tation of the stacked mass profiles on small to interme-
diate scales surrounding clusters, but on large scales the
lensing signal is dominated by neighboring mass concen-
trations, e.g., nearby halos and filaments. We model this
contribution via the so-called two-halo term (Seljak 2000;
Mandelbaum et al. 2005),

ρ2h(r) = b(M200, z) Ωm ρc,0 (1 + z)3 ξl(r, z) (11)

where ρc,0 is the critical density at the present epoch,
and ξl(r, z) is the auto-correlation function of the mass
in linear perturbation theory, evaluated at the redshift
of the clusters. Here, b(M200, z) is the linear bias pa-
rameter for dark matter halos, which has a predicted de-
pendence upon halo mass and redshift (Sheth & Tormen
1999; Seljak & Warren 2004b).

The shape of the linear correlation function is deter-
mined by the cosmological parameters ns, h, and Ωm for
a flat LCDM model and is constrained by observations
of galaxy clustering (Eisenstein et al. 2005; Zehavi et al.
2004). The linear correlation function can be expressed
as

ξl(r, z) = D(z)2 σ2
8 ξl((1 + z) r) , (12)

where ξl(r) with a single argument is the linear corre-
lation function evaluated at z = 0 and normalized to
σ8 = 1. The presence of the factor of (1+z) in the above
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below.
For these catalogs, a richness-dependent fraction of the

BCGs appear to be accurately centered on their dark
matter halos (Rs ! 0), while the rest are reasonably well
described by a 2D Gaussian distribution,

P (Rs) =
Rs

σ2
s

exp(−
1

2
(Rs/σs)

2) (8)

with σs = 0.42 h−1 Mpc, independent of cluster rich-
ness (see next section). The resulting mean surface mass
profile for the miscentered clusters can be written

Σs
NFW (R) =

∫
dRsP (Rs) ΣNFW (R|Rs) (9)

and ∆Σs
NFW (R) = Σs

NFW (< R)−Σs
NFW (R). We find

that the mean shear profile is not very sensitive to the
shape of the distribution of Rs, but it is sensitive to the
effective scale length σs.

Figure 4 shows the effects of such miscentering on the
lensing signal for a cluster with an NFW profile. The
effect on ∆Σ(R) is much larger than on Σ(R): the con-
volution in Eqn. 7 leads to a smoothing which essen-
tially flattens the Σs(R) profile at small scales, creat-
ing a mass sheet which causes little shear. While the
∆ΣNFW (R) profile is relatively flat at small scales, the
smoothed ∆Σs

NFW (R) profile is strongly suppressed at
scales R ! 2.5σs.

In applying this model to the data in §5, we include
ln(σs) as a model parameter, using its value from the
mock catalogs as the central value of a Gaussian prior
probability distribution. We assume that a fraction pc

of the BCGs are accurately centered on the dark matter
halos, and that a fraction 1 − pc follow the distribution
of Eqn. 8. The simulations are used to formulate a prior
distribution for pc, as described in §4.5.

We determine this fraction pc of correctly centered
BCGs as a function of N200; this is shown in the left panel
of Figure 5. We can model this relation as pc(N200) ≡
1/(1 + exp(−q)) with

q = ln(1.13 + 0.92 (N200/20)). (10)

The dotted lines show the statistical 95% confidence
bands recovered in the simulations, whereas the dashed
lines show the 95% bands corresponding to the much
more generous 0.4 prior on q used in our analysis as de-
scribed in §4.5. The right panel of Figure 5 shows the
miscentering distribution P (Rs). The data from the sim-
ulations is roughly fit by a two dimensional Gaussian of
width σR = 0.42 h−1 Mpc. Note that because the mock
catalogs place the BCG of a halo at the center of the
halo, the offset Rs is identically zero if maxBCG assigns
the correct BCG to each cluster.

Our best fit model is shown as a solid line, while the
dashed lines show the models that bound the 68% con-
fidence regions corresponding to the 30% Gaussian prior
on the parameter σS used in §4.5 to fit the data. It is
clear that our adopted priors are much more generous
than the statistical noise in the simulations. We choose
this wider prior since there may be differences between
the mock catalogs and the real data. The wider prior
likely can mostly account for real offsets between BCGs
and the center of the mass concentration. Finally, we
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Fig. 4.— Effect of an offset between the BCG and the halo center
on the projected mass profile Σ(R) and the lensing signal ∆Σ(R).
The black solid curve shows the Σ(R) profile for an NFW halo with
c200 = 5 and r200 = 1 h−1 Mpc. The black dashed curve shows the
corresponding ∆Σ(R) profile. The red curves show the resulting
mean profiles when the distribution of randomly-oriented BCG-
halo offsets is a 2D Gaussian with dispersion σs = 0.42h−1 Mpc
(indicated by the blue vertical line). The red solid curve shows the
smoothed Σs(R) and the red dashed curve the smoothed ∆Σs(R)
profile. Miscentering has the effect of making the Σs(R) nearly
flat, i.e., a mass sheet, at small scales. Although Σ(R) and Σs(R)
differ by only 10−30% near r = σs, ∆Σ and ∆Σs differ by an order
of magnitude. For this example, ∆Σs(R) peaks at r " 2.5σs; this
behavior depends slightly on c200.

emphasize here that we are adopting the same miscen-
tering distribution for all richness bins. The differences
between the various richness bins in the mock data are
much smaller than the 30% prior that we use.

4.4. Neighboring mass concentrations

The NFW profile is expected to be a good represen-
tation of the stacked mass profiles on small to interme-
diate scales surrounding clusters, but on large scales the
lensing signal is dominated by neighboring mass concen-
trations, e.g., nearby halos and filaments. We model this
contribution via the so-called two-halo term (Seljak 2000;
Mandelbaum et al. 2005),

ρ2h(r) = b(M200, z) Ωm ρc,0 (1 + z)3 ξl(r, z) (11)

where ρc,0 is the critical density at the present epoch,
and ξl(r, z) is the auto-correlation function of the mass
in linear perturbation theory, evaluated at the redshift
of the clusters. Here, b(M200, z) is the linear bias pa-
rameter for dark matter halos, which has a predicted de-
pendence upon halo mass and redshift (Sheth & Tormen
1999; Seljak & Warren 2004b).

The shape of the linear correlation function is deter-
mined by the cosmological parameters ns, h, and Ωm for
a flat LCDM model and is constrained by observations
of galaxy clustering (Eisenstein et al. 2005; Zehavi et al.
2004). The linear correlation function can be expressed
as

ξl(r, z) = D(z)2 σ2
8 ξl((1 + z) r) , (12)

where ξl(r) with a single argument is the linear corre-
lation function evaluated at z = 0 and normalized to
σ8 = 1. The presence of the factor of (1+z) in the above
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Figure 4. Mean and scatter of the richness–mass relation as a function of
miscentering parameters. Isolated symbols always track the scatter data, while
the curves trace the mean data. The parameter σR is the standard deviation of
the random displacement vector applied when clusters are miscentered. Not
surprisingly, miscentering can severely impact both the mean and the scatter of
the richness–mass relation if miscentering offsets are comparable to the aperture
used for estimating richness (1 Mpc in our simulations).

parameters of interest are the probability p that a cluster is cor-
rectly centered, and the standard deviation σR characterizing
the distribution of random offsets for miscentered clusters (see
below). We do not address whether or not miscentering is due to
physical effects, e.g., central galaxies with ongoing star forma-
tion, or the brightest cluster galaxy not being the central cluster
galaxy (Skibba et al. 2011).

We incorporate miscentering in our simulations as follows:
for each cluster realization, we randomly determine whether the
cluster is miscentered or not based on its centering probability.
If the cluster is miscentered, we draw a random offset vector by
randomly selecting a position angle, and then randomly sam-
pling the offset along the corresponding axis from a Gaussian
of zero mean and standard deviation σR . We then measure the
richness λ about this new cluster center. Note that we are not
enforcing the cluster center to fall on a cluster galaxy. This
procedure allows us to vary the miscentering parameters in a
smooth fashion in order to explore the sensitivity of our results
to the input parameters.

Figure 4 shows how the mean (curves) and scatter (sym-
bols) of the richness–mass relation depends on the miscentering
parameters for a variety of σR values: σR = 0.1 Mpc (solid, di-
amonds), σR = 0.3 Mpc (dashed, triangles), and σR = 0.5 Mpc
(dotted, squares). The horizontal axis is the probability p that
a cluster is correctly centered. Not surprisingly, when the mis-
centering offset parameter σR is comparable to the λ-aperture
(σR ! Rλ/2), richnesses are systematically underestimated and
the scatter of the richness–mass relation is dramatically in-
creased. Importantly, however, note that miscentering “turns
on” remarkably fast. For p ≈ 0.85 and σR/R " 0.4, mis-
centering does not appear to be an important systematic, but
setting p ≈ 0.75 and σR/R = 0.5 significantly increases the
scatter. This is an important feature that we will return to in
Appendix B of Paper III.

What does this imply for the scatter in richness at fixed mass
for maxBCG clusters. At N200 ≈ 25 (50), the miscentering
parameter p ≈ 0.7(0.8) and σR ≈ 0.4 h−1Mpc ≈ 0.57 Mpc
(Johnston et al. 2007; Hilbert & White 2010). The richness
N200 = 25(50) corresponds roughly to λ = 30(60). Using
our optimal richness estimator, the corresponding apertures are
Rc = 1.1 (1.3) Mpc, and therefore the ratio σR/Rc ≈ 0.5 (0.4).
Assuming intrinsic Poisson scatter, and using Figure 4, we

Figure 5. Ratio of the mean galaxy density in annuli around maxBCG clusters in
the redshift range z = [0.24, 0.26] to the mean galaxy density of the universe. We
have split the galaxy sample into red-sequence and non-red-sequence galaxies
since the two populations show very different enhancements. The fact that the
ratio is always larger than one illustrates that clusters reside in high-density
regions.

expect the total scatter in richness to be σln λ|M = 0.48(0.23) for
λ = 30(60). The corresponding scatter in mass at fixed richness
is obtained by multiplying the slope of the mass–richness
relation, which we estimate in Paper III as α = 1.07. Our final
estimate for the scatter in mass at fixed richness for λ = 30 (60)
is therefore σln M|λ ≈ 0.5 (0.25). The scatter at λ = 60 matches
very well with our estimated scatter in mass from Figure B10 in
Paper III, while the value obtained here for λ = 30 is somewhat
higher than that in Figure B10. Importantly, for λ ! 60, the
centering probability p increases relative to λ = 60, while
σR/Rc decreases. Putting everything together, this suggests that
miscentering of maxBCG clusters is important for clusters with
λ ! 60, at which point miscentering “turns on,” and leads to an
increased scatter as a function of richness as one moves down in
λ. This feature is indeed observed in Figure B10. Note, however,
that our estimate for the scatter in mass at λ = 30 is somewhat
higher than that of Figure B10, which suggests our miscentering
model has too many miscentered clusters at λ = 30, and/or the
miscentering kernel is too large for these systems.

5. THE IMPACT OF PROJECTION EFFECTS ON THE
RICHNESS–MASS RELATION

5.1. Projection Effects in High-density Regions

In Section 4, the galaxy density of non-cluster galaxies was
modeled as a uniform density field where the mean density was
set to the mean galaxy density over the entire sky. In practice,
however, clusters reside in high-density regions, so the mean
local galaxy density of non-cluster galaxies blocal(i, g − r) is
enhanced relative to the global average.

Figure 5 shows the ratio of the local galaxy density blocal(i, g−
r) to the global mean b̄(i, g − r) as a function of magnitude
for red-sequence (diamonds) and non-red-sequence (triangles)
galaxies. The solid line is a fit to the red-sequence boost over the
region 0.1 L∗ # L # L∗. The local galaxy density is estimated
by selecting the 2000 richest maxBCG clusters (as determined
using the richness estimator of Rozo et al. 2009), and then
stacking them in narrow redshift bins of width z = z0 ± 0.01.
Within each stack, we compute the mean galaxy density in
an annulus of inner radius Rin = 1 h−1Mpc and outer radius
Rmax = 2 h−1Mpc. It is this galaxy density that we report
as the local galaxy density blocal(i, g− r). Our choice of annulus
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There exists an apparent discrepancy in the 
mass estimate among the three signatures.

Planck Collaboration: SZ- optical richness relation

Fig. 2. Scaled SZ signal measurements, Ỹ500, binned by richness, N200. The left-hand panel presents the results for the Johnston
et al. (2007) M500 − N200 relation, the right-hand panel for the Rozo et al. (2009) relation. In each case, the red diamonds show
the bin-average, redshift-scaled Ỹ500 calculated as the weighted mean of all individual measurements (e.g., Fig. 1) in the bin, where
the weights are taken from the estimated filter noise. The thick error bars show the corresponding uncertainty on the bin-average
SZ signal, while the lighter error bars indicate the uncertainty found by bootstrap analysis; they are larger due to the presence of
intrinsic scatter within the bins, most notable at high richness (see Fig. 4). The blue points represent the model prediction for each
bin found by averaging, with the same weights as the data, the SZ signal expected from the Y500 − M500 (Arnaud et al. 2010, STD
case) and corresponding M500 − N200 relations. The Planck measurements are little affected by choice of mass-richness relation,
while the model points move significantly upward with the Rozo et al. (2009) mass calibration. Dashed lines in both panels show
the best fit power-law to the Planck individual cluster data points (i.e., prior to binning, as shown in Fig. 1); the parameters for these
fits are given in Table 2.

matter density, rather than the critical density. For example, it
is standard practice to refer to quantities measured within R200b,
where the overdensity of 200 is defined with respect to the back-
ground density (this corresponds to R60 at z = 0 and R155 at
z = 1). For richness we will use the MaxBCG N200, defined
as the number of red galaxies with L > 0.4L∗ within R200b.
Richness N200 is the only quantity in this work defined relative
to the mean background density.

We characterize the SZ signal with the Compton-y parameter
integrated over a sphere of radius R500 and expressed in arcmin2:
Y500 = (σT/mec2)

∫ R500
0 PdV/D2A(z), where DA denotes angular

distance, σT is the Thomson cross-section, c the speed of light,
me the electron rest mass and P = nekT is the pressure, defined
as the product of the electron number density and temperature,
k being the Boltzmann constant. The use of this spherical, rather
than cylindrical, quantity is possible because we adopt a tem-
plate SZ profile when using the matched filter (discussed below).
We bring our measurements to z = 0 and a fiducial angular dis-
tance assuming self-similar scaling in redshift. To this end, we
introduce the intrinsic cluster quantity (an “absolute SZ signal
strength”) Ỹ500 ≡ Y500E−2/3(z)(DA(z)/500Mpc)2, also expressed
in arcmin2.

2. Data Sets

We base our study on Planck SZ measurements at the positions
of clusters in the published MaxBCG cluster catalogue.

2.1. The MaxBCG Optical Cluster Catalogue

The MaxBCG catalogue (Koester et al. 2007b,a) is derived from
Data Release 5 (DR5) of the Sloan Digital Sky Survey (York
et al. 2000), covering an area of 7500 deg2 in the Northern hemi-

sphere. Galaxy cluster candidates were extracted by color, mag-
nitude and a spatial filter centered on galaxies identified as the
Brightest Cluster Galaxy (BCG). The catalogue provides posi-
tion, redshift, richness and total luminosity for each candidate.
In the following we will only use the richness N200, defined as
the number of red-sequence galaxies with L > 0.4L∗ and within a
projected radius at which the cluster interior mean density equals
200 times the mean background density at the redshift of the
cluster (see Koester et al. (2007a) for details and the remark in
Section 1.1). The catalogue consists of 13,823 galaxy clusters
over the redshift range 0.1 < z < 0.3, with 90% purity and 85%
completeness for 10 < N200 < 190 as determined from simula-
tions.

A valuable characteristic for our study is the wide mass
range spanned by the catalogue. Another is the fact that numer-
ous authors have studied the catalogue, providing extensive in-
formation on its properties. In particular, Sheldon et al. (2009)
and Mandelbaum et al. (2008a) have published mass estimates
from weak gravitational lensing analyses, which Johnston et al.
(2007) and Rozo et al. (2009) use to construct mass-richness
(M500−N200) relations. We apply this relation, as outlined below,
to adapt our SZ filter measurements for each individual cluster
according to its given richness, N200, as well as in our model
predictions.

In their discussion, Rozo et al. (2009) identify the dif-
ferences between the Sheldon et al. (2009) and Mandelbaum
et al. (2008a) mass estimates and the impact on the deduced
mass-richness relation. They trace the systematically higher
mass estimates of Mandelbaum et al. (2008a) to these authors’
more detailed treatment of photometric redshift uncertainties
(Mandelbaum et al. 2008b). Moreover, they note that Johnston
et al. (2007), when employing the Sheldon et al. (2009) mea-
surements, used an extended MaxBCG catalogue that includes
objects with N200 < 10, where the catalogue is known to be in-
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Planck Collaboration: SZ- optical richness relation

Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc

)2

= Y20
(N200
20

)α

(3)

directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc

)2

= Y20
(N200
20

)α

(3)

directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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Do optical, SZ and X-ray mass proxies agree?
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Corroborated by WMAP-based work 
by Draper et al., 2011!

Stacking the SZ decrement: 
collecting the SZ signal within an 
optical richness bin...

[---------Ngals bin--------]

... and taking the average within 
that bin.

Recent history of stacking: 
•weak lensing mass of optical 

clusters (Sheldon/Johnston et   
al., 2006/7)

•theoretical SZ-optical cross-
correlation (Fang et al. 2011, 
Li et al., 2011)

There exists an apparent discrepancy in the 
mass estimate among the three signatures.

Planck Collaboration: SZ- optical richness relation

Fig. 2. Scaled SZ signal measurements, Ỹ500, binned by richness, N200. The left-hand panel presents the results for the Johnston
et al. (2007) M500 − N200 relation, the right-hand panel for the Rozo et al. (2009) relation. In each case, the red diamonds show
the bin-average, redshift-scaled Ỹ500 calculated as the weighted mean of all individual measurements (e.g., Fig. 1) in the bin, where
the weights are taken from the estimated filter noise. The thick error bars show the corresponding uncertainty on the bin-average
SZ signal, while the lighter error bars indicate the uncertainty found by bootstrap analysis; they are larger due to the presence of
intrinsic scatter within the bins, most notable at high richness (see Fig. 4). The blue points represent the model prediction for each
bin found by averaging, with the same weights as the data, the SZ signal expected from the Y500 − M500 (Arnaud et al. 2010, STD
case) and corresponding M500 − N200 relations. The Planck measurements are little affected by choice of mass-richness relation,
while the model points move significantly upward with the Rozo et al. (2009) mass calibration. Dashed lines in both panels show
the best fit power-law to the Planck individual cluster data points (i.e., prior to binning, as shown in Fig. 1); the parameters for these
fits are given in Table 2.

matter density, rather than the critical density. For example, it
is standard practice to refer to quantities measured within R200b,
where the overdensity of 200 is defined with respect to the back-
ground density (this corresponds to R60 at z = 0 and R155 at
z = 1). For richness we will use the MaxBCG N200, defined
as the number of red galaxies with L > 0.4L∗ within R200b.
Richness N200 is the only quantity in this work defined relative
to the mean background density.

We characterize the SZ signal with the Compton-y parameter
integrated over a sphere of radius R500 and expressed in arcmin2:
Y500 = (σT/mec2)

∫ R500
0 PdV/D2A(z), where DA denotes angular

distance, σT is the Thomson cross-section, c the speed of light,
me the electron rest mass and P = nekT is the pressure, defined
as the product of the electron number density and temperature,
k being the Boltzmann constant. The use of this spherical, rather
than cylindrical, quantity is possible because we adopt a tem-
plate SZ profile when using the matched filter (discussed below).
We bring our measurements to z = 0 and a fiducial angular dis-
tance assuming self-similar scaling in redshift. To this end, we
introduce the intrinsic cluster quantity (an “absolute SZ signal
strength”) Ỹ500 ≡ Y500E−2/3(z)(DA(z)/500Mpc)2, also expressed
in arcmin2.

2. Data Sets

We base our study on Planck SZ measurements at the positions
of clusters in the published MaxBCG cluster catalogue.

2.1. The MaxBCG Optical Cluster Catalogue

The MaxBCG catalogue (Koester et al. 2007b,a) is derived from
Data Release 5 (DR5) of the Sloan Digital Sky Survey (York
et al. 2000), covering an area of 7500 deg2 in the Northern hemi-

sphere. Galaxy cluster candidates were extracted by color, mag-
nitude and a spatial filter centered on galaxies identified as the
Brightest Cluster Galaxy (BCG). The catalogue provides posi-
tion, redshift, richness and total luminosity for each candidate.
In the following we will only use the richness N200, defined as
the number of red-sequence galaxies with L > 0.4L∗ and within a
projected radius at which the cluster interior mean density equals
200 times the mean background density at the redshift of the
cluster (see Koester et al. (2007a) for details and the remark in
Section 1.1). The catalogue consists of 13,823 galaxy clusters
over the redshift range 0.1 < z < 0.3, with 90% purity and 85%
completeness for 10 < N200 < 190 as determined from simula-
tions.

A valuable characteristic for our study is the wide mass
range spanned by the catalogue. Another is the fact that numer-
ous authors have studied the catalogue, providing extensive in-
formation on its properties. In particular, Sheldon et al. (2009)
and Mandelbaum et al. (2008a) have published mass estimates
from weak gravitational lensing analyses, which Johnston et al.
(2007) and Rozo et al. (2009) use to construct mass-richness
(M500−N200) relations. We apply this relation, as outlined below,
to adapt our SZ filter measurements for each individual cluster
according to its given richness, N200, as well as in our model
predictions.

In their discussion, Rozo et al. (2009) identify the dif-
ferences between the Sheldon et al. (2009) and Mandelbaum
et al. (2008a) mass estimates and the impact on the deduced
mass-richness relation. They trace the systematically higher
mass estimates of Mandelbaum et al. (2008a) to these authors’
more detailed treatment of photometric redshift uncertainties
(Mandelbaum et al. 2008b). Moreover, they note that Johnston
et al. (2007), when employing the Sheldon et al. (2009) mea-
surements, used an extended MaxBCG catalogue that includes
objects with N200 < 10, where the catalogue is known to be in-
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Planck Collaboration: SZ- optical richness relation

Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc

)2

= Y20
(N200
20

)α

(3)

directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc
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directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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Cluster mass calibration: the trifecta
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Mass

X-ray

SZ Optical

To maximize the utility of clusters 
in cosmological studies, we must 
reconcile mass calibration across 
multiple wavebands.
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Cluster mass calibration: the trifecta

17

Mass

X-ray

SZ Optical

Multiple sources of scatter can 
be calibrated for optical clusters.

The maxBCG cluster-finding 
algorithm is highly imperfect at 
choosing centers.  We need to 
broaden beyond the BCG-
defined Likelihood method.

To maximize the utility of clusters 
in cosmological studies, we must 
reconcile mass calibration across 
multiple wavebands.
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Consider a new approach to measuring substructure.
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We look at the cluster as 
a network of galaxies with 
nodes and edges.
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We look at the cluster as 
a network of galaxies with 
nodes and edges.
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Consider a network of linked by mutual gravitational attraction
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The weight of links 
between galaxies is a 
proxy for gravitational 
attraction:
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Consider a network of linked by mutual gravitational attraction

w

1

2

The degree of one galaxy 
is the sum total of the 
weights in all its links and 
a proxy for the total 
gravitational potential 
energy:

d1 =
X

w1j

The weight of links 
between galaxies is a 
proxy for gravitational 
attraction:

wij ⇠ �̃ ⇠
p
LiLj

rij

Thursday, January 5, 12



SkyNet centering: tests with single clusters and weak lensing

20

The halo center is 
chosen by Skynet 
as the most 
connected galaxy, 
and thus the 
center.
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Timothy McKay, Brian Nord, and Blythe Moreland


Department of Physics, University of Michigan, Ann Arbor, Michigan(
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To probe the structure of MaxBCG galaxy clusters from the Sloan Digital 
Sky Survey, we take inspiration from the fields of network and graph theory 
where objects called nodes are connected by links that contain information 
about their interaction.  Thus we can create a network of member galaxy 
nodes for each cluster.  Within this network we are able to link each node to 
every other, weighting the links with a metric that relates to the 
gravitational potential of the interaction.  We can characterize the degree 
distributions of the galaxy networks and use high node degree as an 
indicator of centrality.   

-:&(5>>&%5=*?(0"#$%&',(
Networks serve as a generic tool for 
studying systems of interactions.  A 
network has two basic components: nodes 
represent the interacting agents and objects 
and they are connected by edges which 
represent their interactions, often through 
weights.  This construction presents a 
graph model of the system. 
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Before applying our network methods to the task of centering in the MaxBCG clusters, 
we apply it to a halo simulation based on ADDGALS.  For a given cluster we set a 
search radius of r200 and draw an edge between two galaxies at most this projected 
distance apart.  The edge is then weighted according to one of the two weighting metrics 
described.  In the end, our test case involves 1001 clusters with more than 20 galaxies, 
with color and magnitude cuts populating the clusters in a similar fashion to those in the 
MaxBCG catalog.   
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With perfect information, how well does distance- and luminosity-weighted degree 
measures work as a centrality indicator?  From Fig. 4 we see that with luminosity 
weights 99.98% of the cluster centers listed in the catalog match one of the three 
highest-degree nodes in their respective galaxy networks with 92% matching exactly.  
With the distance weights, 31% of cluster centers were not matched at all within the top 
three. 
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As we see above, including luminosity leads to a higher accuracy in determining the 
central galaxy of a cluster.  In general, we see that luminosity-weighted edges create a 
higher-contrast degree distribution and provides more information about the structure of 
the cluster.  Fig. 6 gives an example of how luminosity-weighting enriches what the 
degree distribution of a cluster can tell us about its structure. 
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With some confidence that luminosity-
weighted degree can act as a measure of 
centrality when we use complete data, we 
wish to see how well that relationship is 
maintained when we use projected 
distances instead of real ones.  As we can 
see in Fig. 7, there is a great deal of spread 
in what actual degrees correspond to a 
given projected degree.  What will matter 
most is how the degree comparisons made 
among galaxies in the same cluster change.    
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Our goal is to find the central galaxy of a galaxy cluster – the most bound galaxy in the 
cluster.  The existence of a central galaxy as well as the ambiguity in choosing one tells 
us a lot about cluster evolution and is important to several measurements relating to 
cross-correlation studies and weak-lensing systematics.  Something as simple as 
calculating R200 requires a central galaxy to measure with respect to.  Moreover, if a 
cluster center is ambiguous it may indicate the presence of substantial cluster 
substructure.   
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Once we have this network, a property we 
can measure is a node’s degree – the sum 
of all the weights of the edges that touch 
the node.  A node’s degree, in comparison 
to others, reflects upon how strongly the 
node is connected and is one of many ways 
to describe how central or essential the 
node is to the network.  Using degree as a 
measure of importance/centrality appears 
in other network contexts.  For example, 
one would not be surprised to find that the 
central character in the New Testament, as 
determined by the network in Fig. 2, is 
Jesus. 
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In the galaxy network, the galaxies are the clear choice for the nodes.  A more 
complicated task is choosing how to build the edges.  When we make an edge between 
two galaxies, what is it going to represent?  This comes across in how we weight the 
edge between each galaxy i and j (wij).  There are two main scenarios that we have 
considered: 

 Distance-weighted: Where, r is the distance between galaxies i and j. This provides for 
 two galaxies that are close together to have a stronger interaction.  The 
 distribution of these links is related to the galaxy density. 
 Luminosity-weighted: Where Li is the luminosity of galaxy i.  This allows for close 
 galaxies and very bright galaxies to interact strongly.  This relates to the gravitational 
 potential between the pair of galaxies after relating the luminosities to 
 the masses. 

Ideally r is the physical separation of the two galaxies, but with observational data this is 
the projected separation.  We will wish to see how well projected degree can serve as a 
proxy to 3D degree.  We also wish to distinguish between the cases of distance 
weighting versus luminosity weighting.  Other graph-theoretical frameworks [?] 
comfortably analyze the distribution of points based solely on distances, so we ask 
whether adding luminosity will enhance our description of a galaxy cluster’s structure. 
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The MaxBCG member catalog contains 13,823 clusters containing 20 or more galaxies.  
Running the luminosity-weighted degree program on this sample suggests 4,576 new 
centers, though with 61% of those coming from clusters with less than 50 galaxies.  
When we look at the difference in normalized degree versus the physical offset between 
the listed center and the highest weighted object (Fig. 9(ii)), of possible note are the 208 
clusters that are near in degree to the listed center but are a significant distance from that 
center.  This may indicate interesting substructure in relation to ambiguous centers. 
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To probe the structure of MaxBCG galaxy clusters from the Sloan Digital 
Sky Survey, we take inspiration from the fields of network and graph theory 
where objects called nodes are connected by links that contain information 
about their interaction.  Thus we can create a network of member galaxy 
nodes for each cluster.  Within this network we are able to link each node to 
every other, weighting the links with a metric that relates to the 
gravitational potential of the interaction.  We can characterize the degree 
distributions of the galaxy networks and use high node degree as an 
indicator of centrality.   
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Networks serve as a generic tool for 
studying systems of interactions.  A 
network has two basic components: nodes 
represent the interacting agents and objects 
and they are connected by edges which 
represent their interactions, often through 
weights.  This construction presents a 
graph model of the system. 
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Before applying our network methods to the task of centering in the MaxBCG clusters, 
we apply it to a halo simulation based on ADDGALS.  For a given cluster we set a 
search radius of r200 and draw an edge between two galaxies at most this projected 
distance apart.  The edge is then weighted according to one of the two weighting metrics 
described.  In the end, our test case involves 1001 clusters with more than 20 galaxies, 
with color and magnitude cuts populating the clusters in a similar fashion to those in the 
MaxBCG catalog.   
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With perfect information, how well does distance- and luminosity-weighted degree 
measures work as a centrality indicator?  From Fig. 4 we see that with luminosity 
weights 99.98% of the cluster centers listed in the catalog match one of the three 
highest-degree nodes in their respective galaxy networks with 92% matching exactly.  
With the distance weights, 31% of cluster centers were not matched at all within the top 
three. 
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As we see above, including luminosity leads to a higher accuracy in determining the 
central galaxy of a cluster.  In general, we see that luminosity-weighted edges create a 
higher-contrast degree distribution and provides more information about the structure of 
the cluster.  Fig. 6 gives an example of how luminosity-weighting enriches what the 
degree distribution of a cluster can tell us about its structure. 
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With some confidence that luminosity-
weighted degree can act as a measure of 
centrality when we use complete data, we 
wish to see how well that relationship is 
maintained when we use projected 
distances instead of real ones.  As we can 
see in Fig. 7, there is a great deal of spread 
in what actual degrees correspond to a 
given projected degree.  What will matter 
most is how the degree comparisons made 
among galaxies in the same cluster change.    
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Our goal is to find the central galaxy of a galaxy cluster – the most bound galaxy in the 
cluster.  The existence of a central galaxy as well as the ambiguity in choosing one tells 
us a lot about cluster evolution and is important to several measurements relating to 
cross-correlation studies and weak-lensing systematics.  Something as simple as 
calculating R200 requires a central galaxy to measure with respect to.  Moreover, if a 
cluster center is ambiguous it may indicate the presence of substantial cluster 
substructure.   
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Once we have this network, a property we 
can measure is a node’s degree – the sum 
of all the weights of the edges that touch 
the node.  A node’s degree, in comparison 
to others, reflects upon how strongly the 
node is connected and is one of many ways 
to describe how central or essential the 
node is to the network.  Using degree as a 
measure of importance/centrality appears 
in other network contexts.  For example, 
one would not be surprised to find that the 
central character in the New Testament, as 
determined by the network in Fig. 2, is 
Jesus. 
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In the galaxy network, the galaxies are the clear choice for the nodes.  A more 
complicated task is choosing how to build the edges.  When we make an edge between 
two galaxies, what is it going to represent?  This comes across in how we weight the 
edge between each galaxy i and j (wij).  There are two main scenarios that we have 
considered: 

 Distance-weighted: Where, r is the distance between galaxies i and j. This provides for 
 two galaxies that are close together to have a stronger interaction.  The 
 distribution of these links is related to the galaxy density. 
 Luminosity-weighted: Where Li is the luminosity of galaxy i.  This allows for close 
 galaxies and very bright galaxies to interact strongly.  This relates to the gravitational 
 potential between the pair of galaxies after relating the luminosities to 
 the masses. 

Ideally r is the physical separation of the two galaxies, but with observational data this is 
the projected separation.  We will wish to see how well projected degree can serve as a 
proxy to 3D degree.  We also wish to distinguish between the cases of distance 
weighting versus luminosity weighting.  Other graph-theoretical frameworks [?] 
comfortably analyze the distribution of points based solely on distances, so we ask 
whether adding luminosity will enhance our description of a galaxy cluster’s structure. 
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The MaxBCG member catalog contains 13,823 clusters containing 20 or more galaxies.  
Running the luminosity-weighted degree program on this sample suggests 4,576 new 
centers, though with 61% of those coming from clusters with less than 50 galaxies.  
When we look at the difference in normalized degree versus the physical offset between 
the listed center and the highest weighted object (Fig. 9(ii)), of possible note are the 208 
clusters that are near in degree to the listed center but are a significant distance from that 
center.  This may indicate interesting substructure in relation to ambiguous centers. 
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SkyNet centering: tests with single clusters and weak lensing
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The halo center is 
chosen by Skynet 
as the most 
connected galaxy, 
and thus the 
center.
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(Nord et al., 2012, in prep.)

•Stacking ~450 clusters in SDSS Stripe 82 at z~0.4 
(by Rykoff, Lethaud, Kneib, Makler, van Waerbeke)

•Skynet finds centers at least as good as the ‘BCG’ 
algorithm.
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Skynet reveals optical cluster substructure
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To probe the structure of MaxBCG galaxy clusters from the Sloan Digital 
Sky Survey, we take inspiration from the fields of network and graph theory 
where objects called nodes are connected by links that contain information 
about their interaction.  Thus we can create a network of member galaxy 
nodes for each cluster.  Within this network we are able to link each node to 
every other, weighting the links with a metric that relates to the 
gravitational potential of the interaction.  We can characterize the degree 
distributions of the galaxy networks and use high node degree as an 
indicator of centrality.   
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Networks serve as a generic tool for 
studying systems of interactions.  A 
network has two basic components: nodes 
represent the interacting agents and objects 
and they are connected by edges which 
represent their interactions, often through 
weights.  This construction presents a 
graph model of the system. 
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Before applying our network methods to the task of centering in the MaxBCG clusters, 
we apply it to a halo simulation based on ADDGALS.  For a given cluster we set a 
search radius of r200 and draw an edge between two galaxies at most this projected 
distance apart.  The edge is then weighted according to one of the two weighting metrics 
described.  In the end, our test case involves 1001 clusters with more than 20 galaxies, 
with color and magnitude cuts populating the clusters in a similar fashion to those in the 
MaxBCG catalog.   
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With perfect information, how well does distance- and luminosity-weighted degree 
measures work as a centrality indicator?  From Fig. 4 we see that with luminosity 
weights 99.98% of the cluster centers listed in the catalog match one of the three 
highest-degree nodes in their respective galaxy networks with 92% matching exactly.  
With the distance weights, 31% of cluster centers were not matched at all within the top 
three. 
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As we see above, including luminosity leads to a higher accuracy in determining the 
central galaxy of a cluster.  In general, we see that luminosity-weighted edges create a 
higher-contrast degree distribution and provides more information about the structure of 
the cluster.  Fig. 6 gives an example of how luminosity-weighting enriches what the 
degree distribution of a cluster can tell us about its structure. 
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With some confidence that luminosity-
weighted degree can act as a measure of 
centrality when we use complete data, we 
wish to see how well that relationship is 
maintained when we use projected 
distances instead of real ones.  As we can 
see in Fig. 7, there is a great deal of spread 
in what actual degrees correspond to a 
given projected degree.  What will matter 
most is how the degree comparisons made 
among galaxies in the same cluster change.    
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Our goal is to find the central galaxy of a galaxy cluster – the most bound galaxy in the 
cluster.  The existence of a central galaxy as well as the ambiguity in choosing one tells 
us a lot about cluster evolution and is important to several measurements relating to 
cross-correlation studies and weak-lensing systematics.  Something as simple as 
calculating R200 requires a central galaxy to measure with respect to.  Moreover, if a 
cluster center is ambiguous it may indicate the presence of substantial cluster 
substructure.   
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Once we have this network, a property we 
can measure is a node’s degree – the sum 
of all the weights of the edges that touch 
the node.  A node’s degree, in comparison 
to others, reflects upon how strongly the 
node is connected and is one of many ways 
to describe how central or essential the 
node is to the network.  Using degree as a 
measure of importance/centrality appears 
in other network contexts.  For example, 
one would not be surprised to find that the 
central character in the New Testament, as 
determined by the network in Fig. 2, is 
Jesus. 
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In the galaxy network, the galaxies are the clear choice for the nodes.  A more 
complicated task is choosing how to build the edges.  When we make an edge between 
two galaxies, what is it going to represent?  This comes across in how we weight the 
edge between each galaxy i and j (wij).  There are two main scenarios that we have 
considered: 

 Distance-weighted: Where, r is the distance between galaxies i and j. This provides for 
 two galaxies that are close together to have a stronger interaction.  The 
 distribution of these links is related to the galaxy density. 
 Luminosity-weighted: Where Li is the luminosity of galaxy i.  This allows for close 
 galaxies and very bright galaxies to interact strongly.  This relates to the gravitational 
 potential between the pair of galaxies after relating the luminosities to 
 the masses. 

Ideally r is the physical separation of the two galaxies, but with observational data this is 
the projected separation.  We will wish to see how well projected degree can serve as a 
proxy to 3D degree.  We also wish to distinguish between the cases of distance 
weighting versus luminosity weighting.  Other graph-theoretical frameworks [?] 
comfortably analyze the distribution of points based solely on distances, so we ask 
whether adding luminosity will enhance our description of a galaxy cluster’s structure. 
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The MaxBCG member catalog contains 13,823 clusters containing 20 or more galaxies.  
Running the luminosity-weighted degree program on this sample suggests 4,576 new 
centers, though with 61% of those coming from clusters with less than 50 galaxies.  
When we look at the difference in normalized degree versus the physical offset between 
the listed center and the highest weighted object (Fig. 9(ii)), of possible note are the 208 
clusters that are near in degree to the listed center but are a significant distance from that 
center.  This may indicate interesting substructure in relation to ambiguous centers. 
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To probe the structure of MaxBCG galaxy clusters from the Sloan Digital 
Sky Survey, we take inspiration from the fields of network and graph theory 
where objects called nodes are connected by links that contain information 
about their interaction.  Thus we can create a network of member galaxy 
nodes for each cluster.  Within this network we are able to link each node to 
every other, weighting the links with a metric that relates to the 
gravitational potential of the interaction.  We can characterize the degree 
distributions of the galaxy networks and use high node degree as an 
indicator of centrality.   
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Networks serve as a generic tool for 
studying systems of interactions.  A 
network has two basic components: nodes 
represent the interacting agents and objects 
and they are connected by edges which 
represent their interactions, often through 
weights.  This construction presents a 
graph model of the system. 
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Before applying our network methods to the task of centering in the MaxBCG clusters, 
we apply it to a halo simulation based on ADDGALS.  For a given cluster we set a 
search radius of r200 and draw an edge between two galaxies at most this projected 
distance apart.  The edge is then weighted according to one of the two weighting metrics 
described.  In the end, our test case involves 1001 clusters with more than 20 galaxies, 
with color and magnitude cuts populating the clusters in a similar fashion to those in the 
MaxBCG catalog.   
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With perfect information, how well does distance- and luminosity-weighted degree 
measures work as a centrality indicator?  From Fig. 4 we see that with luminosity 
weights 99.98% of the cluster centers listed in the catalog match one of the three 
highest-degree nodes in their respective galaxy networks with 92% matching exactly.  
With the distance weights, 31% of cluster centers were not matched at all within the top 
three. 
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As we see above, including luminosity leads to a higher accuracy in determining the 
central galaxy of a cluster.  In general, we see that luminosity-weighted edges create a 
higher-contrast degree distribution and provides more information about the structure of 
the cluster.  Fig. 6 gives an example of how luminosity-weighting enriches what the 
degree distribution of a cluster can tell us about its structure. 
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With some confidence that luminosity-
weighted degree can act as a measure of 
centrality when we use complete data, we 
wish to see how well that relationship is 
maintained when we use projected 
distances instead of real ones.  As we can 
see in Fig. 7, there is a great deal of spread 
in what actual degrees correspond to a 
given projected degree.  What will matter 
most is how the degree comparisons made 
among galaxies in the same cluster change.    
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Our goal is to find the central galaxy of a galaxy cluster – the most bound galaxy in the 
cluster.  The existence of a central galaxy as well as the ambiguity in choosing one tells 
us a lot about cluster evolution and is important to several measurements relating to 
cross-correlation studies and weak-lensing systematics.  Something as simple as 
calculating R200 requires a central galaxy to measure with respect to.  Moreover, if a 
cluster center is ambiguous it may indicate the presence of substantial cluster 
substructure.   
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Once we have this network, a property we 
can measure is a node’s degree – the sum 
of all the weights of the edges that touch 
the node.  A node’s degree, in comparison 
to others, reflects upon how strongly the 
node is connected and is one of many ways 
to describe how central or essential the 
node is to the network.  Using degree as a 
measure of importance/centrality appears 
in other network contexts.  For example, 
one would not be surprised to find that the 
central character in the New Testament, as 
determined by the network in Fig. 2, is 
Jesus. 
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In the galaxy network, the galaxies are the clear choice for the nodes.  A more 
complicated task is choosing how to build the edges.  When we make an edge between 
two galaxies, what is it going to represent?  This comes across in how we weight the 
edge between each galaxy i and j (wij).  There are two main scenarios that we have 
considered: 

 Distance-weighted: Where, r is the distance between galaxies i and j. This provides for 
 two galaxies that are close together to have a stronger interaction.  The 
 distribution of these links is related to the galaxy density. 
 Luminosity-weighted: Where Li is the luminosity of galaxy i.  This allows for close 
 galaxies and very bright galaxies to interact strongly.  This relates to the gravitational 
 potential between the pair of galaxies after relating the luminosities to 
 the masses. 

Ideally r is the physical separation of the two galaxies, but with observational data this is 
the projected separation.  We will wish to see how well projected degree can serve as a 
proxy to 3D degree.  We also wish to distinguish between the cases of distance 
weighting versus luminosity weighting.  Other graph-theoretical frameworks [?] 
comfortably analyze the distribution of points based solely on distances, so we ask 
whether adding luminosity will enhance our description of a galaxy cluster’s structure. 
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The MaxBCG member catalog contains 13,823 clusters containing 20 or more galaxies.  
Running the luminosity-weighted degree program on this sample suggests 4,576 new 
centers, though with 61% of those coming from clusters with less than 50 galaxies.  
When we look at the difference in normalized degree versus the physical offset between 
the listed center and the highest weighted object (Fig. 9(ii)), of possible note are the 208 
clusters that are near in degree to the listed center but are a significant distance from that 
center.  This may indicate interesting substructure in relation to ambiguous centers. 
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Some centers are inherently ambiguous: 

this leads us to notions of substructure 
-- both dynamical and projection-related.

Cluster FOV Degree Distribution
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The Impact of systematics on the SZ-Optical scaling relation

Y m
od

el
/Y

pl
an

ck

Planck Collaboration: SZ- optical richness relation

Fig. 2. Scaled SZ signal measurements, Ỹ500, binned by richness, N200. The left-hand panel presents the results for the Johnston
et al. (2007) M500 − N200 relation, the right-hand panel for the Rozo et al. (2009) relation. In each case, the red diamonds show
the bin-average, redshift-scaled Ỹ500 calculated as the weighted mean of all individual measurements (e.g., Fig. 1) in the bin, where
the weights are taken from the estimated filter noise. The thick error bars show the corresponding uncertainty on the bin-average
SZ signal, while the lighter error bars indicate the uncertainty found by bootstrap analysis; they are larger due to the presence of
intrinsic scatter within the bins, most notable at high richness (see Fig. 4). The blue points represent the model prediction for each
bin found by averaging, with the same weights as the data, the SZ signal expected from the Y500 − M500 (Arnaud et al. 2010, STD
case) and corresponding M500 − N200 relations. The Planck measurements are little affected by choice of mass-richness relation,
while the model points move significantly upward with the Rozo et al. (2009) mass calibration. Dashed lines in both panels show
the best fit power-law to the Planck individual cluster data points (i.e., prior to binning, as shown in Fig. 1); the parameters for these
fits are given in Table 2.

matter density, rather than the critical density. For example, it
is standard practice to refer to quantities measured within R200b,
where the overdensity of 200 is defined with respect to the back-
ground density (this corresponds to R60 at z = 0 and R155 at
z = 1). For richness we will use the MaxBCG N200, defined
as the number of red galaxies with L > 0.4L∗ within R200b.
Richness N200 is the only quantity in this work defined relative
to the mean background density.

We characterize the SZ signal with the Compton-y parameter
integrated over a sphere of radius R500 and expressed in arcmin2:
Y500 = (σT/mec2)

∫ R500
0 PdV/D2A(z), where DA denotes angular

distance, σT is the Thomson cross-section, c the speed of light,
me the electron rest mass and P = nekT is the pressure, defined
as the product of the electron number density and temperature,
k being the Boltzmann constant. The use of this spherical, rather
than cylindrical, quantity is possible because we adopt a tem-
plate SZ profile when using the matched filter (discussed below).
We bring our measurements to z = 0 and a fiducial angular dis-
tance assuming self-similar scaling in redshift. To this end, we
introduce the intrinsic cluster quantity (an “absolute SZ signal
strength”) Ỹ500 ≡ Y500E−2/3(z)(DA(z)/500Mpc)2, also expressed
in arcmin2.

2. Data Sets

We base our study on Planck SZ measurements at the positions
of clusters in the published MaxBCG cluster catalogue.

2.1. The MaxBCG Optical Cluster Catalogue

The MaxBCG catalogue (Koester et al. 2007b,a) is derived from
Data Release 5 (DR5) of the Sloan Digital Sky Survey (York
et al. 2000), covering an area of 7500 deg2 in the Northern hemi-

sphere. Galaxy cluster candidates were extracted by color, mag-
nitude and a spatial filter centered on galaxies identified as the
Brightest Cluster Galaxy (BCG). The catalogue provides posi-
tion, redshift, richness and total luminosity for each candidate.
In the following we will only use the richness N200, defined as
the number of red-sequence galaxies with L > 0.4L∗ and within a
projected radius at which the cluster interior mean density equals
200 times the mean background density at the redshift of the
cluster (see Koester et al. (2007a) for details and the remark in
Section 1.1). The catalogue consists of 13,823 galaxy clusters
over the redshift range 0.1 < z < 0.3, with 90% purity and 85%
completeness for 10 < N200 < 190 as determined from simula-
tions.

A valuable characteristic for our study is the wide mass
range spanned by the catalogue. Another is the fact that numer-
ous authors have studied the catalogue, providing extensive in-
formation on its properties. In particular, Sheldon et al. (2009)
and Mandelbaum et al. (2008a) have published mass estimates
from weak gravitational lensing analyses, which Johnston et al.
(2007) and Rozo et al. (2009) use to construct mass-richness
(M500−N200) relations. We apply this relation, as outlined below,
to adapt our SZ filter measurements for each individual cluster
according to its given richness, N200, as well as in our model
predictions.

In their discussion, Rozo et al. (2009) identify the dif-
ferences between the Sheldon et al. (2009) and Mandelbaum
et al. (2008a) mass estimates and the impact on the deduced
mass-richness relation. They trace the systematically higher
mass estimates of Mandelbaum et al. (2008a) to these authors’
more detailed treatment of photometric redshift uncertainties
(Mandelbaum et al. 2008b). Moreover, they note that Johnston
et al. (2007), when employing the Sheldon et al. (2009) mea-
surements, used an extended MaxBCG catalogue that includes
objects with N200 < 10, where the catalogue is known to be in-
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Planck Collaboration: SZ- optical richness relation

Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc

)2

= Y20
(N200
20

)α

(3)

directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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Family of systematics: 
mass-richness calibration

•Rozo et al., 2009; Johnston et al., 2007
catalogue systematics

•catalogue completeness/purity
•photometric redshift
•mass scatter
•mis-centering

We apply a Monte Carlo simulation of all 
systematic effects known in the maxBCG 
cluster catalogue to a halo catalogue to assess 
the impact on stacked SZ measurements
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Planck Collaboration: SZ- optical richness relation

Fig. 2. Scaled SZ signal measurements, Ỹ500, binned by richness, N200. The left-hand panel presents the results for the Johnston
et al. (2007) M500 − N200 relation, the right-hand panel for the Rozo et al. (2009) relation. In each case, the red diamonds show
the bin-average, redshift-scaled Ỹ500 calculated as the weighted mean of all individual measurements (e.g., Fig. 1) in the bin, where
the weights are taken from the estimated filter noise. The thick error bars show the corresponding uncertainty on the bin-average
SZ signal, while the lighter error bars indicate the uncertainty found by bootstrap analysis; they are larger due to the presence of
intrinsic scatter within the bins, most notable at high richness (see Fig. 4). The blue points represent the model prediction for each
bin found by averaging, with the same weights as the data, the SZ signal expected from the Y500 − M500 (Arnaud et al. 2010, STD
case) and corresponding M500 − N200 relations. The Planck measurements are little affected by choice of mass-richness relation,
while the model points move significantly upward with the Rozo et al. (2009) mass calibration. Dashed lines in both panels show
the best fit power-law to the Planck individual cluster data points (i.e., prior to binning, as shown in Fig. 1); the parameters for these
fits are given in Table 2.

matter density, rather than the critical density. For example, it
is standard practice to refer to quantities measured within R200b,
where the overdensity of 200 is defined with respect to the back-
ground density (this corresponds to R60 at z = 0 and R155 at
z = 1). For richness we will use the MaxBCG N200, defined
as the number of red galaxies with L > 0.4L∗ within R200b.
Richness N200 is the only quantity in this work defined relative
to the mean background density.

We characterize the SZ signal with the Compton-y parameter
integrated over a sphere of radius R500 and expressed in arcmin2:
Y500 = (σT/mec2)

∫ R500
0 PdV/D2A(z), where DA denotes angular

distance, σT is the Thomson cross-section, c the speed of light,
me the electron rest mass and P = nekT is the pressure, defined
as the product of the electron number density and temperature,
k being the Boltzmann constant. The use of this spherical, rather
than cylindrical, quantity is possible because we adopt a tem-
plate SZ profile when using the matched filter (discussed below).
We bring our measurements to z = 0 and a fiducial angular dis-
tance assuming self-similar scaling in redshift. To this end, we
introduce the intrinsic cluster quantity (an “absolute SZ signal
strength”) Ỹ500 ≡ Y500E−2/3(z)(DA(z)/500Mpc)2, also expressed
in arcmin2.

2. Data Sets

We base our study on Planck SZ measurements at the positions
of clusters in the published MaxBCG cluster catalogue.

2.1. The MaxBCG Optical Cluster Catalogue

The MaxBCG catalogue (Koester et al. 2007b,a) is derived from
Data Release 5 (DR5) of the Sloan Digital Sky Survey (York
et al. 2000), covering an area of 7500 deg2 in the Northern hemi-

sphere. Galaxy cluster candidates were extracted by color, mag-
nitude and a spatial filter centered on galaxies identified as the
Brightest Cluster Galaxy (BCG). The catalogue provides posi-
tion, redshift, richness and total luminosity for each candidate.
In the following we will only use the richness N200, defined as
the number of red-sequence galaxies with L > 0.4L∗ and within a
projected radius at which the cluster interior mean density equals
200 times the mean background density at the redshift of the
cluster (see Koester et al. (2007a) for details and the remark in
Section 1.1). The catalogue consists of 13,823 galaxy clusters
over the redshift range 0.1 < z < 0.3, with 90% purity and 85%
completeness for 10 < N200 < 190 as determined from simula-
tions.

A valuable characteristic for our study is the wide mass
range spanned by the catalogue. Another is the fact that numer-
ous authors have studied the catalogue, providing extensive in-
formation on its properties. In particular, Sheldon et al. (2009)
and Mandelbaum et al. (2008a) have published mass estimates
from weak gravitational lensing analyses, which Johnston et al.
(2007) and Rozo et al. (2009) use to construct mass-richness
(M500−N200) relations. We apply this relation, as outlined below,
to adapt our SZ filter measurements for each individual cluster
according to its given richness, N200, as well as in our model
predictions.

In their discussion, Rozo et al. (2009) identify the dif-
ferences between the Sheldon et al. (2009) and Mandelbaum
et al. (2008a) mass estimates and the impact on the deduced
mass-richness relation. They trace the systematically higher
mass estimates of Mandelbaum et al. (2008a) to these authors’
more detailed treatment of photometric redshift uncertainties
(Mandelbaum et al. 2008b). Moreover, they note that Johnston
et al. (2007), when employing the Sheldon et al. (2009) mea-
surements, used an extended MaxBCG catalogue that includes
objects with N200 < 10, where the catalogue is known to be in-

3

optically detected

Planck Collaboration: SZ- optical richness relation

Fig. 4. Dispersion analysis. Left-hand panel: relative uncertainty on the mean versus richness. The relative uncertainty is expressed
as a fraction of the bin-average redshift-scaled SZ signal: σ/Ỹ500. The lower red curve corresponds to pure measurement uncertain-
ties from the matched filter noise estimations; they are the solid error bars of Fig. 2. The upper blue curve traces the uncertainty on
the mean assuming the points within a richness bin are normally distributed according to the observed in-bin dispersion. Bootstrap
uncertainties are given as the middle green line, found as the dispersion in the mean Ỹ500 in each bin calculated over 10,000 boot-
strap realisations of the entire MaxBCG catalogue. The numbers given in the legend indicate the number of objects in each richness
bin. Right-hand panel: Fractional intrinsic scatter as a function of richness. The blue dot-dashed line (connecting the blue triangles)
shows the raw dispersion in each richness bin, while the green dash-three-dotted line (connecting the green crosses) gives the cal-
culated statistical dispersion from the measurement error on the scaled SZ signal Ỹ500. The red dashed line with error bars is our
estimation of the intrinsic scatter as a function of richness. For this calculation we have eliminated outliers in each bin at > 5σ,
with σ = σ̃θ500 for each cluster. We only calculate the intrinsic scatter at N200 > 30, because at lower richness it becomes difficult to
separate the intrinsic dispersion from the scatter due to pure measurement error.

mass calibration from Johnston et al. (2007), we observe the SZ
signal in objects of mass as low as M500 = (4 − 5) × 1013 M#.

5. Discussion
Figure 2 summarises the central results of our study. There
are two notable aspects: firstly, we detect the SZ signal at
high significance over the entire mass range; moreover, simple
power laws adequately represent the observed scaling relations.
Secondly, we see a discrepancy in the Ỹ500−N200 relation relative
to expectations based on X-ray models and either the Johnston
et al. (2007) or Rozo et al. (2009) mass calibrations.

Fitting a power law of the form

Ỹ500 = Y500E−2/3(z)
(

DA(z)
500Mpc

)2

= Y20
(N200
20

)α

(3)

directly to the individual scaled measurements (e.g., Fig. 1), we
obtain the results summarised in Table 2. The Rozo et al. (2009)
mass calibration assigns a larger mass to the clusters, increasing
the filter scale and augmenting the measured SZ signal, which
we see as the slightly higher normalisation. These fits are plotted
as the dashed lines in Fig. 2. The power laws satisfactorily rep-
resent the bin-average trends. The reduced χ2 = 1.16 (13,104-2
degrees-of-freedom) in both cases is poor; this reflects the pres-
ence of the intrinsic scatter, also evident by the larger uncertain-
ties on the fit from the bootstrap analysis.

The blue stars in Figure 2 represent the predictions of a
model based on the Y500−M500 relation fromArnaud et al. (2010)
and the Johnston et al. (2007) (left) or Rozo et al. (2009) (right)
M500 − N200 mean scaling relation. It assumes a self-similar
Y500 − M500 scaling relation (STD case) calibrated on X-ray
observations of the REXCESS cluster sample (Böhringer et al.

Fig. 5. The Ỹ500 − N200 relation for the MCXC X-ray subsam-
ple. Thick lines give the statistical errors, while the thin bars are
the bootstrap uncertainties. We find that the MCXC X-ray sub-
sample matches the model predictions much better than the full
sample, which maintains a clear offset relative to the model, as
seen in in Fig. 2.

2007). This calibration is also consistent with WMAP observa-
tions (Melin et al. 2010) and with the Planck analysis (Planck
Collaboration 2011f,g). In each bin we average the model pre-
dictions in the same way as the Planck observations: we find the
model bin-average redshift-scaled SZ signal as the inverse-error-
weighted (pure SZ measurement error) average, assigning each
cluster in the bin the same error as the actual observation of that
object. Note that in the observation plane (Ỹ500,N200), the model
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of-sight to produce a compton-Y profile, scaled to the
appropriate size for each halo redshift (identical to
(Aghanim et al. 2011a)). Mock Planck observations were
created in each frequency band using the appropriate
beam sizes, instrument noise and primary CMB (Ade et
al. 2011a) temperature anisotropy. We concluded that
the 143 GHz channel reproduced the dominant features
of the multi-frequency analysis, and so we restricted our
analysis solely to this channel, which has a beam size of
7.18 arcminute FWHM and a noise of 0.9 µK�degree.
At the position of each optical cluster, we extracted the

integrated thermal SZ signal Y500 from each SZ sky map
using a matched filter (e.g., Herranz et al. 2002; Melin et
al. 2006) with an Arnaud profile (Arnaud et al. 2010)–
the size of which is inferred from either the Johnston
or Rozo richness-mass scaling relations (same as used in
Aghanim et al. 2011a). We stacked these match filtered
signals in richness bins; then the amplitude is calibrated
by comparing the spherical Y500 of the halos with the
amplitude in the stacked SZ signal in the absence of sys-
tematics. We found that including an intrinsic scatter
of 25% in Y500 �M500 (Shaw et al. 2008) did not a�ect
our results beyond increasing statistical uncertainties in
individual catalog realizations and so we did not include
this additional scatter in the following analysis.

2.4. maxBCG-MCXC Subsample

The Planck team studied a subset of the maxBCG
catalog whose positions were matched to within ⇥3 ar-
cminutes of X-ray clusters from the MCXC catalogue
(Pi�aretti et al. 2011). Starting with the masses of our
simulated haloes we assign X-ray luminosities (LX) and
scatter according to Arnaud et al. (2010). We confirm
that the scatter in the LX scaling relations (at fixed
mass and richness) are what is observed in Rozo et al.
(2009). We then select subsets of the simulated halos
which have the same redshift, richness and LX distri-
bution as the MCXC subsample. This allows us to re-
produce the MCXC subsample without needing to know
the exact selection function which is undoubtedly com-
plex as this catalogue is drawn from heterogeneous X-ray
data. We also ensure that the miscentering for this mock
MCXC-maxBCG catalog is truncated at 3’. It is impor-
tant to note that the maxBCG-MCXC mock catalogs
do not have the same scatter in the mass-richness rela-
tion as we imprinted into the full maxBCG mock sam-
ples. This is due to Malmquest Bias. In each richness
bin, the MCXC clusters are drawn from the tail of the
distribution containing the most massive clusters. For
the MCXC/maxBCG mock subsamples, �ln(L|N) drops
to 0.70 and �ln(M |N200) drops to 0.40.

3. RESULTS

In Figure 1, we show how each of the systematics de-
scribed in Section 2.2 a�ects the stacked Y500 for a per-
fect catalog. The solid black line gives the impact of the
stated maxBCG systematics and the grey contours give
the 1 and 2 � uncertainty on the maxBCG systematics.
Dotted-lines show more general models (e.g., 70% purity
independent of mass). We ignore redshift scatter, com-
pleteness, and SZ projection along the line-of-sight, since
we found them to have little e�ect.
Systematic errors (2�) in the mass-richness calibration

result in a ⇥ 50% uncertainty in the predicted stacked
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Fig. 1.— This figure shows the four dominant optical catalogue
systematic e�ects impacting stacked SZ mass-observable relations
(see text). The vertical axis gives the ratio of the stacked Y500
including systematics divided by the SZ signal in the case of no
systematics. The details can be found in the first paragraph of
Section 3.

Y500 measurements. This is because the expected Y500
values (from our perfect catalog) are calculated from the
halo masses, while the “observed” (and stacked Y500) val-
ues will vary as a result of the intrinsic variations in the
size of the matched filter which is based on the calibrated
masses (see Section 2.4). This is the dominant source of
uncertainty on the SZ-optical scaling relations. In fact,
mass calibration systematics alone could account for the
entire discrepancy observed by Planck. The SZ-optical
scaling laws cannot by precisely characterized using this
type of stacking until the mass calibrations of the optical
cluster catalogs improve.
Mis-centering suppresses the Y500 for stacked clusters

over the entire mass range, with the largest e�ect at low
mass (⇥ 25% suppression). This can be understood from
the convolution of the Planck beam (⇥ 6’) and the cen-
tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
the Planck beam (⇥ 6’), which blurs out the SZ-signal
after the convolution. The impact of this e�ect increases
to ⇥ 25% at low mass, since the maxBCG miscentering
fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ

signal by introducing pure noise into the SZ maps. As
also noted by (Aghanim et al. 2011a), high levels of im-
purity would be required to explain the discrepancy with
the data. Just as important, the weak-lensing calibration
of the mass-richness relation would also be a�ected which
would lead to an enhancement in the mass-richness rela-
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of-sight to produce a compton-Y profile, scaled to the
appropriate size for each halo redshift (identical to
(Aghanim et al. 2011a)). Mock Planck observations were
created in each frequency band using the appropriate
beam sizes, instrument noise and primary CMB (Ade et
al. 2011a) temperature anisotropy. We concluded that
the 143 GHz channel reproduced the dominant features
of the multi-frequency analysis, and so we restricted our
analysis solely to this channel, which has a beam size of
7.18 arcminute FWHM and a noise of 0.9 µK�degree.
At the position of each optical cluster, we extracted the

integrated thermal SZ signal Y500 from each SZ sky map
using a matched filter (e.g., Herranz et al. 2002; Melin et
al. 2006) with an Arnaud profile (Arnaud et al. 2010)–
the size of which is inferred from either the Johnston
or Rozo richness-mass scaling relations (same as used in
Aghanim et al. 2011a). We stacked these match filtered
signals in richness bins; then the amplitude is calibrated
by comparing the spherical Y500 of the halos with the
amplitude in the stacked SZ signal in the absence of sys-
tematics. We found that including an intrinsic scatter
of 25% in Y500 �M500 (Shaw et al. 2008) did not a�ect
our results beyond increasing statistical uncertainties in
individual catalog realizations and so we did not include
this additional scatter in the following analysis.

2.4. maxBCG-MCXC Subsample

The Planck team studied a subset of the maxBCG
catalog whose positions were matched to within ⇥3 ar-
cminutes of X-ray clusters from the MCXC catalogue
(Pi�aretti et al. 2011). Starting with the masses of our
simulated haloes we assign X-ray luminosities (LX) and
scatter according to Arnaud et al. (2010). We confirm
that the scatter in the LX scaling relations (at fixed
mass and richness) are what is observed in Rozo et al.
(2009). We then select subsets of the simulated halos
which have the same redshift, richness and LX distri-
bution as the MCXC subsample. This allows us to re-
produce the MCXC subsample without needing to know
the exact selection function which is undoubtedly com-
plex as this catalogue is drawn from heterogeneous X-ray
data. We also ensure that the miscentering for this mock
MCXC-maxBCG catalog is truncated at 3’. It is impor-
tant to note that the maxBCG-MCXC mock catalogs
do not have the same scatter in the mass-richness rela-
tion as we imprinted into the full maxBCG mock sam-
ples. This is due to Malmquest Bias. In each richness
bin, the MCXC clusters are drawn from the tail of the
distribution containing the most massive clusters. For
the MCXC/maxBCG mock subsamples, �ln(L|N) drops
to 0.70 and �ln(M |N200) drops to 0.40.

3. RESULTS

In Figure 1, we show how each of the systematics de-
scribed in Section 2.2 a�ects the stacked Y500 for a per-
fect catalog. The solid black line gives the impact of the
stated maxBCG systematics and the grey contours give
the 1 and 2 � uncertainty on the maxBCG systematics.
Dotted-lines show more general models (e.g., 70% purity
independent of mass). We ignore redshift scatter, com-
pleteness, and SZ projection along the line-of-sight, since
we found them to have little e�ect.
Systematic errors (2�) in the mass-richness calibration

result in a ⇥ 50% uncertainty in the predicted stacked
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Fig. 1.— This figure shows the four dominant optical catalogue
systematic e�ects impacting stacked SZ mass-observable relations
(see text). The vertical axis gives the ratio of the stacked Y500
including systematics divided by the SZ signal in the case of no
systematics. The details can be found in the first paragraph of
Section 3.

Y500 measurements. This is because the expected Y500
values (from our perfect catalog) are calculated from the
halo masses, while the “observed” (and stacked Y500) val-
ues will vary as a result of the intrinsic variations in the
size of the matched filter which is based on the calibrated
masses (see Section 2.4). This is the dominant source of
uncertainty on the SZ-optical scaling relations. In fact,
mass calibration systematics alone could account for the
entire discrepancy observed by Planck. The SZ-optical
scaling laws cannot by precisely characterized using this
type of stacking until the mass calibrations of the optical
cluster catalogs improve.
Mis-centering suppresses the Y500 for stacked clusters

over the entire mass range, with the largest e�ect at low
mass (⇥ 25% suppression). This can be understood from
the convolution of the Planck beam (⇥ 6’) and the cen-
tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
the Planck beam (⇥ 6’), which blurs out the SZ-signal
after the convolution. The impact of this e�ect increases
to ⇥ 25% at low mass, since the maxBCG miscentering
fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ

signal by introducing pure noise into the SZ maps. As
also noted by (Aghanim et al. 2011a), high levels of im-
purity would be required to explain the discrepancy with
the data. Just as important, the weak-lensing calibration
of the mass-richness relation would also be a�ected which
would lead to an enhancement in the mass-richness rela-
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of-sight to produce a compton-Y profile, scaled to the
appropriate size for each halo redshift (identical to
(Aghanim et al. 2011a)). Mock Planck observations were
created in each frequency band using the appropriate
beam sizes, instrument noise and primary CMB (Ade et
al. 2011a) temperature anisotropy. We concluded that
the 143 GHz channel reproduced the dominant features
of the multi-frequency analysis, and so we restricted our
analysis solely to this channel, which has a beam size of
7.18 arcminute FWHM and a noise of 0.9 µK�degree.
At the position of each optical cluster, we extracted the

integrated thermal SZ signal Y500 from each SZ sky map
using a matched filter (e.g., Herranz et al. 2002; Melin et
al. 2006) with an Arnaud profile (Arnaud et al. 2010)–
the size of which is inferred from either the Johnston
or Rozo richness-mass scaling relations (same as used in
Aghanim et al. 2011a). We stacked these match filtered
signals in richness bins; then the amplitude is calibrated
by comparing the spherical Y500 of the halos with the
amplitude in the stacked SZ signal in the absence of sys-
tematics. We found that including an intrinsic scatter
of 25% in Y500 �M500 (Shaw et al. 2008) did not a�ect
our results beyond increasing statistical uncertainties in
individual catalog realizations and so we did not include
this additional scatter in the following analysis.

2.4. maxBCG-MCXC Subsample

The Planck team studied a subset of the maxBCG
catalog whose positions were matched to within ⇥3 ar-
cminutes of X-ray clusters from the MCXC catalogue
(Pi�aretti et al. 2011). Starting with the masses of our
simulated haloes we assign X-ray luminosities (LX) and
scatter according to Arnaud et al. (2010). We confirm
that the scatter in the LX scaling relations (at fixed
mass and richness) are what is observed in Rozo et al.
(2009). We then select subsets of the simulated halos
which have the same redshift, richness and LX distri-
bution as the MCXC subsample. This allows us to re-
produce the MCXC subsample without needing to know
the exact selection function which is undoubtedly com-
plex as this catalogue is drawn from heterogeneous X-ray
data. We also ensure that the miscentering for this mock
MCXC-maxBCG catalog is truncated at 3’. It is impor-
tant to note that the maxBCG-MCXC mock catalogs
do not have the same scatter in the mass-richness rela-
tion as we imprinted into the full maxBCG mock sam-
ples. This is due to Malmquest Bias. In each richness
bin, the MCXC clusters are drawn from the tail of the
distribution containing the most massive clusters. For
the MCXC/maxBCG mock subsamples, �ln(L|N) drops
to 0.70 and �ln(M |N200) drops to 0.40.

3. RESULTS

In Figure 1, we show how each of the systematics de-
scribed in Section 2.2 a�ects the stacked Y500 for a per-
fect catalog. The solid black line gives the impact of the
stated maxBCG systematics and the grey contours give
the 1 and 2 � uncertainty on the maxBCG systematics.
Dotted-lines show more general models (e.g., 70% purity
independent of mass). We ignore redshift scatter, com-
pleteness, and SZ projection along the line-of-sight, since
we found them to have little e�ect.
Systematic errors (2�) in the mass-richness calibration

result in a ⇥ 50% uncertainty in the predicted stacked
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Fig. 1.— This figure shows the four dominant optical catalogue
systematic e�ects impacting stacked SZ mass-observable relations
(see text). The vertical axis gives the ratio of the stacked Y500
including systematics divided by the SZ signal in the case of no
systematics. The details can be found in the first paragraph of
Section 3.

Y500 measurements. This is because the expected Y500
values (from our perfect catalog) are calculated from the
halo masses, while the “observed” (and stacked Y500) val-
ues will vary as a result of the intrinsic variations in the
size of the matched filter which is based on the calibrated
masses (see Section 2.4). This is the dominant source of
uncertainty on the SZ-optical scaling relations. In fact,
mass calibration systematics alone could account for the
entire discrepancy observed by Planck. The SZ-optical
scaling laws cannot by precisely characterized using this
type of stacking until the mass calibrations of the optical
cluster catalogs improve.
Mis-centering suppresses the Y500 for stacked clusters

over the entire mass range, with the largest e�ect at low
mass (⇥ 25% suppression). This can be understood from
the convolution of the Planck beam (⇥ 6’) and the cen-
tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
the Planck beam (⇥ 6’), which blurs out the SZ-signal
after the convolution. The impact of this e�ect increases
to ⇥ 25% at low mass, since the maxBCG miscentering
fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ

signal by introducing pure noise into the SZ maps. As
also noted by (Aghanim et al. 2011a), high levels of im-
purity would be required to explain the discrepancy with
the data. Just as important, the weak-lensing calibration
of the mass-richness relation would also be a�ected which
would lead to an enhancement in the mass-richness rela-
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of-sight to produce a compton-Y profile, scaled to the
appropriate size for each halo redshift (identical to
(Aghanim et al. 2011a)). Mock Planck observations were
created in each frequency band using the appropriate
beam sizes, instrument noise and primary CMB (Ade et
al. 2011a) temperature anisotropy. We concluded that
the 143 GHz channel reproduced the dominant features
of the multi-frequency analysis, and so we restricted our
analysis solely to this channel, which has a beam size of
7.18 arcminute FWHM and a noise of 0.9 µK�degree.
At the position of each optical cluster, we extracted the

integrated thermal SZ signal Y500 from each SZ sky map
using a matched filter (e.g., Herranz et al. 2002; Melin et
al. 2006) with an Arnaud profile (Arnaud et al. 2010)–
the size of which is inferred from either the Johnston
or Rozo richness-mass scaling relations (same as used in
Aghanim et al. 2011a). We stacked these match filtered
signals in richness bins; then the amplitude is calibrated
by comparing the spherical Y500 of the halos with the
amplitude in the stacked SZ signal in the absence of sys-
tematics. We found that including an intrinsic scatter
of 25% in Y500 �M500 (Shaw et al. 2008) did not a�ect
our results beyond increasing statistical uncertainties in
individual catalog realizations and so we did not include
this additional scatter in the following analysis.

2.4. maxBCG-MCXC Subsample

The Planck team studied a subset of the maxBCG
catalog whose positions were matched to within ⇥3 ar-
cminutes of X-ray clusters from the MCXC catalogue
(Pi�aretti et al. 2011). Starting with the masses of our
simulated haloes we assign X-ray luminosities (LX) and
scatter according to Arnaud et al. (2010). We confirm
that the scatter in the LX scaling relations (at fixed
mass and richness) are what is observed in Rozo et al.
(2009). We then select subsets of the simulated halos
which have the same redshift, richness and LX distri-
bution as the MCXC subsample. This allows us to re-
produce the MCXC subsample without needing to know
the exact selection function which is undoubtedly com-
plex as this catalogue is drawn from heterogeneous X-ray
data. We also ensure that the miscentering for this mock
MCXC-maxBCG catalog is truncated at 3’. It is impor-
tant to note that the maxBCG-MCXC mock catalogs
do not have the same scatter in the mass-richness rela-
tion as we imprinted into the full maxBCG mock sam-
ples. This is due to Malmquest Bias. In each richness
bin, the MCXC clusters are drawn from the tail of the
distribution containing the most massive clusters. For
the MCXC/maxBCG mock subsamples, �ln(L|N) drops
to 0.70 and �ln(M |N200) drops to 0.40.

3. RESULTS

In Figure 1, we show how each of the systematics de-
scribed in Section 2.2 a�ects the stacked Y500 for a per-
fect catalog. The solid black line gives the impact of the
stated maxBCG systematics and the grey contours give
the 1 and 2 � uncertainty on the maxBCG systematics.
Dotted-lines show more general models (e.g., 70% purity
independent of mass). We ignore redshift scatter, com-
pleteness, and SZ projection along the line-of-sight, since
we found them to have little e�ect.
Systematic errors (2�) in the mass-richness calibration

result in a ⇥ 50% uncertainty in the predicted stacked
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Fig. 1.— This figure shows the four dominant optical catalogue
systematic e�ects impacting stacked SZ mass-observable relations
(see text). The vertical axis gives the ratio of the stacked Y500
including systematics divided by the SZ signal in the case of no
systematics. The details can be found in the first paragraph of
Section 3.

Y500 measurements. This is because the expected Y500
values (from our perfect catalog) are calculated from the
halo masses, while the “observed” (and stacked Y500) val-
ues will vary as a result of the intrinsic variations in the
size of the matched filter which is based on the calibrated
masses (see Section 2.4). This is the dominant source of
uncertainty on the SZ-optical scaling relations. In fact,
mass calibration systematics alone could account for the
entire discrepancy observed by Planck. The SZ-optical
scaling laws cannot by precisely characterized using this
type of stacking until the mass calibrations of the optical
cluster catalogs improve.
Mis-centering suppresses the Y500 for stacked clusters

over the entire mass range, with the largest e�ect at low
mass (⇥ 25% suppression). This can be understood from
the convolution of the Planck beam (⇥ 6’) and the cen-
tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
the Planck beam (⇥ 6’), which blurs out the SZ-signal
after the convolution. The impact of this e�ect increases
to ⇥ 25% at low mass, since the maxBCG miscentering
fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ

signal by introducing pure noise into the SZ maps. As
also noted by (Aghanim et al. 2011a), high levels of im-
purity would be required to explain the discrepancy with
the data. Just as important, the weak-lensing calibration
of the mass-richness relation would also be a�ected which
would lead to an enhancement in the mass-richness rela-
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of-sight to produce a compton-Y profile, scaled to the
appropriate size for each halo redshift (identical to
(Aghanim et al. 2011a)). Mock Planck observations were
created in each frequency band using the appropriate
beam sizes, instrument noise and primary CMB (Ade et
al. 2011a) temperature anisotropy. We concluded that
the 143 GHz channel reproduced the dominant features
of the multi-frequency analysis, and so we restricted our
analysis solely to this channel, which has a beam size of
7.18 arcminute FWHM and a noise of 0.9 µK�degree.
At the position of each optical cluster, we extracted the

integrated thermal SZ signal Y500 from each SZ sky map
using a matched filter (e.g., Herranz et al. 2002; Melin et
al. 2006) with an Arnaud profile (Arnaud et al. 2010)–
the size of which is inferred from either the Johnston
or Rozo richness-mass scaling relations (same as used in
Aghanim et al. 2011a). We stacked these match filtered
signals in richness bins; then the amplitude is calibrated
by comparing the spherical Y500 of the halos with the
amplitude in the stacked SZ signal in the absence of sys-
tematics. We found that including an intrinsic scatter
of 25% in Y500 �M500 (Shaw et al. 2008) did not a�ect
our results beyond increasing statistical uncertainties in
individual catalog realizations and so we did not include
this additional scatter in the following analysis.

2.4. maxBCG-MCXC Subsample

The Planck team studied a subset of the maxBCG
catalog whose positions were matched to within ⇥3 ar-
cminutes of X-ray clusters from the MCXC catalogue
(Pi�aretti et al. 2011). Starting with the masses of our
simulated haloes we assign X-ray luminosities (LX) and
scatter according to Arnaud et al. (2010). We confirm
that the scatter in the LX scaling relations (at fixed
mass and richness) are what is observed in Rozo et al.
(2009). We then select subsets of the simulated halos
which have the same redshift, richness and LX distri-
bution as the MCXC subsample. This allows us to re-
produce the MCXC subsample without needing to know
the exact selection function which is undoubtedly com-
plex as this catalogue is drawn from heterogeneous X-ray
data. We also ensure that the miscentering for this mock
MCXC-maxBCG catalog is truncated at 3’. It is impor-
tant to note that the maxBCG-MCXC mock catalogs
do not have the same scatter in the mass-richness rela-
tion as we imprinted into the full maxBCG mock sam-
ples. This is due to Malmquest Bias. In each richness
bin, the MCXC clusters are drawn from the tail of the
distribution containing the most massive clusters. For
the MCXC/maxBCG mock subsamples, �ln(L|N) drops
to 0.70 and �ln(M |N200) drops to 0.40.

3. RESULTS

In Figure 1, we show how each of the systematics de-
scribed in Section 2.2 a�ects the stacked Y500 for a per-
fect catalog. The solid black line gives the impact of the
stated maxBCG systematics and the grey contours give
the 1 and 2 � uncertainty on the maxBCG systematics.
Dotted-lines show more general models (e.g., 70% purity
independent of mass). We ignore redshift scatter, com-
pleteness, and SZ projection along the line-of-sight, since
we found them to have little e�ect.
Systematic errors (2�) in the mass-richness calibration

result in a ⇥ 50% uncertainty in the predicted stacked
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Fig. 1.— This figure shows the four dominant optical catalogue
systematic e�ects impacting stacked SZ mass-observable relations
(see text). The vertical axis gives the ratio of the stacked Y500
including systematics divided by the SZ signal in the case of no
systematics. The details can be found in the first paragraph of
Section 3.

Y500 measurements. This is because the expected Y500
values (from our perfect catalog) are calculated from the
halo masses, while the “observed” (and stacked Y500) val-
ues will vary as a result of the intrinsic variations in the
size of the matched filter which is based on the calibrated
masses (see Section 2.4). This is the dominant source of
uncertainty on the SZ-optical scaling relations. In fact,
mass calibration systematics alone could account for the
entire discrepancy observed by Planck. The SZ-optical
scaling laws cannot by precisely characterized using this
type of stacking until the mass calibrations of the optical
cluster catalogs improve.
Mis-centering suppresses the Y500 for stacked clusters

over the entire mass range, with the largest e�ect at low
mass (⇥ 25% suppression). This can be understood from
the convolution of the Planck beam (⇥ 6’) and the cen-
tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
the Planck beam (⇥ 6’), which blurs out the SZ-signal
after the convolution. The impact of this e�ect increases
to ⇥ 25% at low mass, since the maxBCG miscentering
fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ

signal by introducing pure noise into the SZ maps. As
also noted by (Aghanim et al. 2011a), high levels of im-
purity would be required to explain the discrepancy with
the data. Just as important, the weak-lensing calibration
of the mass-richness relation would also be a�ected which
would lead to an enhancement in the mass-richness rela-
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scaling laws cannot by precisely characterized using this
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over the entire mass range, with the largest e�ect at low
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tering o�sets which are ⇥ 3’ at the median redshift of
the optical sample. The o�sets are large compared to
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fraction is mass dependent.
Impurities suppress the amplitude of the stacked SZ
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Baseline Rozo model with Planck error bars
Our Model with Monte Carlo of systematics

Results:
•Systematics in the mass-richness calibration 

cause a large range in the model behavior: 
25-50% (1σ-2σ)

•Mean from Monte Carlo of systematic mis-
centering is biased low by 20% with 12-25% 
range in scatter

•Both of these MC models are less biased 
than the Rozo model
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Including systematics brings near-agreement.

24

Simulations without systematics are significantly offset from the Planck data.

4 Biesiadzinski et al.

1�

2�
1�

2�

Simulation (no systematics)
grey countour:  
   maxBCG systematics

Planck Results

Fig. 2.— A comparison of the Planck results to predictions from
our monte-carlo simulations. The gray bands give the 1 and 2 �
uncertainties from our simulations. The solid blue curve is the
prediction in the absence of systematic e�ects. The error bars
represent the planck results. Following Planck, the left (right)
panel uses the Johnston ( Rozo ) mass-richness calibrtaions.

tion. Since Y500 � M
5
3 , high impurities could even cause

the observed SZ signal to be enhanced compared to the
systematics-free case (something neither we nor Planck
detect). Modeling the impact of impurities requires simu-
lating the weak-lensing calibration of the optical catalog.
As the stated maxBCG purity is high we do not consider
this farther in this work.
The stated uncertainty in mass scatter (Rozo et al.

2009) does not have a significant impact on the SZ signal
recovered using a maxBCG-like catalog. However, the
same can not be said for the sub-sample which has an X-
ray luminosity distribution similar to that of the MCXC
(see Section 2.4). In this case, we selected clusters based
on their X-ray luminosity in order to match the MCXC-
maxBCG data used in the Planck analysis (Pi�aretti et
al. (2011), Aghanim et al. (2011a)). In doing so, we
unavoidably choose from the bright tail of the luminosity
disribution in the lower richness bins (see Section 2.4).
In our lowest richness bin, the mean cluster mass for the
MCXC-maxBCG subsample is 70% higher than the mean
of the full maxBCG sample. Since Y500 � M

5
3 , we see

the expected behaviour that the signal is enhanced by
>250% at low-richnesses. The e�ect goes away at high
richnesses.

3.1. Simulating Planck-maxBCG Joint Analysis

Figure 2 compares the Planck results to our simula-
tions. Following Planck, the left side gives the prediction
using the Johntson mass-richness relation and the right
side gives the prediction using Rozo. The blue lines gives
the prediction in the absence of systematics. This naive
prediction is statistically inconsistent with the Planck
data. The gray bands give the 1 and 2� predictions from
our monte-carlo which includes all of the maxBCG opti-
cal catalogue properties and uncertainties. (see Section
2.2 and Figure 1). We ran 200 simulations so that the
contributions from statistical and shot noise are negli-
gible. When all of the systematics are included in the
model predictions, we see that the Planck observations
lie at the lower edge of the �1� and �2� expectations for
the Johnston and Rozo mass calibrations respectively.

3.2. Simulating maxBCG-MCXC Joint Sample

Simulation (no systematics)
grey countour: 
         MCXC systematics

Planck Results

1�

2�
1�

2�

Fig. 3.— A comparison of the Planck results to predictions from
our monte-carlo simulations of the MCXC subsample. See the
caption of Figure 2 for details.

Figure 3 shows our prediction for the MCXC sub-
sample of the maxBCG catalog compared to the Planck
data. As described in Section 2.4 our mock catalog in-
cludes the optical systematic e�ects and an X-ray lu-
minosity distribtuion that matches the real data. As
expected from Figure 1-bottom, we see a bias in the
predicted Y500 with decreasing richness. We understand
these results in terms of a Malmquest-like bias where the
X-ray sub-sample preferentially contains brighter (and
thus more massive clusters) in the lower richness bins,
thereby raising the stacked SZ signal above the prediction
for no-systematics case (blue line). The Planck observa-
tions lie just outside the lower edge of the 1 and 2� ex-
pectations for the Johnston and Rozo mass calibrations
respectively. We note that raising the mass calibration
of maxBCG would bring the stacked results using both
the full maxBCG sample and the MCXC subsample into
agreement with our simulations.

4. CONCLUSION

The Planck observations of the stacked SZ signal
around optical clusters lie well below expectations which
do not model systematic uncertainties. After properly
accounting for optical systematics and X-ray selection,
the Planck results agree with predictions at the � 1�
(� 2�) level when the Johnston (Rozo) mass calibration
is used. We argue that at present there is no evidence for
a significant discrepancy between the observed Y500s and
the optically predicted Y500s. This work highlights the
importance of multi-wavelength studies of cluster prop-
erties as a source of cross-checks and a calibration. It
is clear that optical systematics cannot be ignored and
future analysis of stacked clusters should be done using
Monte Carlo analysis to include a larger suite of system-
atic errors.
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While basic combining can bring more 
clusters, fully joint analysis can improve 
dark energy constraints by factors 2-3.

fully joint 
analysis!

basic cat
combination
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26

Conjoin optical and SZ maps through signal-to-noise measurements.

β profile filter

galaxy catalogue ⊗ =
θcore

SZ maps with noise Filtered SZ maps
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S/N

θcore  x  Z

Statistical Question: 

What’s the probability that a 
cluster lives at any given 
location in the map?

Approach: 

Fit beta profiles to optical density 
to make s/n maps

... the same as the process for SZ 
match-filter detection.

26

Conjoin optical and SZ maps through signal-to-noise measurements.

β profile filter

galaxy catalogue ⊗ =
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Optical S/N for each pixel (proof of concept)

27

Cluster Model: Beta Profile
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Optical S/N for each pixel (proof of concept)

27

Cluster Model: Beta Profile
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Galaxies in Cluster

S/N =
hAi
�A

1. Measure the poisson 
noise  in each radial bin

2.Fit for <A>
3.Error in fit is σA

S/N Measurement Process
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28

Optical S/N calculations and maps (proof of concept)

We can measure the S/N in optical maps to prepare 
for comparison and combination with SZ S/N maps.

Mass [Msol] 7.00E+14 2.00E+14 6.00E+13

z 0.25 0.75 0.65

Ngal 814 478 78

S/N 4.5 1.7 1.0

6’x 6’ Optical 
S/N Maps

 using DES mocks

Clusters found by 
the c4 cluster-
finding algorithm
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Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint

Thursday, January 5, 12



29

Joint SZ-Optical maps of halos

Halo SZ Cluster SZ Cluster Optical

Joint
(S/N)optical = 7.5

We can find a cluster and select 
the right halo with this joint-signal 

analysis.
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Concluding remarks and Looking forward

30

Mass

DES

Cunha, 

Cunha, 
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Cluster populations ... 

... have the power to deliver constraints on 
    ΩΛ, ΩM and σ8 via the mass function.

... have large scatter in mass measurement.

How do we realize the potential of clusters?

Calibrate Masses:
... Seek out systematic effects and re-calibrate
... Cross-calibrate clusters across multiple wavebands.

Jointly detect clusters for larger numbers
... Prepare with the large simulations of DES 
... Perform the full test of measuring cosmology with the joint 

catalogues and calibrations.
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